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1
I N T R O D U C T I O N

Our daily life can not be imagined without the applications of various electronic devices. We

exploit transport, optical or magnetic properties of materials in these devices. The magnetic

properties play important roles in designing a wide range of devices like MRI machines, re-

frigerators, magnetic sensors, data storage devices used in electronic devices like computers,

mobiles etc. To understand different magnetic phenomena, theoretical modeling of magnetic

materials is crucial; therefore, study of magnetism is one of the frontier areas of the modern

research. The itinerant or localized magnetic moment which consists of both angular and

spin magnetic moments of electrons is responsible for magnetism in the material [1]. The

concept of diamagnetism and paramagnetism can be understood without considering any

explicit interaction between electrons exhibiting magnetic moments [2]. However, the interac-

tions between electrons may lead to many interesting properties e.g., spontaneous magnetic

order in ferromagnetic (FM) and antiferromagnetic (AFM) phases [3]. In these phases elec-

tronic charge degrees of freedom are localized; however, spins sitting at neighboring sites

can exchange their orientations. The arrangement of spins depends on the nature of spin

exchange interactions in the system [4]. The spin arrangements can be FM where all spins

are aligned in one direction, AFM where nearest neighbor spins are aligned in opposite

direction, or canted ferromagnet where the neighboring spins have a relative pitch angle θ

(0 < θ < π).

Ferromagnetic materials like K2CuF4 [5], CdCr2Se4 [6], EuO [7], EuS [8], Rb2CrCl4 [9],

CrBr3 [10] and antiferromagnetic materials like MnO [11], EuTe [12], RbMnF3 [13], Rb2MnCl4

[14] are experimentally synthesized. There are ferrimagnetic materials e.g., EuSe [15], where
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spins are partially polarized. Majority of the materials are insulators and magnetic contribu-

tion comes from localized magnetic moments of their partially filled d or f electronic shells.

There are also some materials like Fe, Ni, Co and their alloys, in which valance electrons

are involved in both electrical conductivity and magnetism. The itinerant electrons of these

materials are highly interacting. However, in non-interacting limit tight binding theory gives

the band structure of electrons moving in an effective periodic potential created by the nuclei.

On the other hand, the Hartree-Fock calculation deals with interacting electrons which are

under the influence of both the effective field produced by the nuclei and the effective field

created by surrounding electrons [16]. However, in both of these models electrons are dealt

considering single particle basis. The electronic band theory successfully classifies a large

number of materials as metals or insulators, but the single particle theory is unable to iden-

tify Mott insulators where electron-electron interaction induces gap in the energy levels [17].

The band theory is also unable to explain the ferromagnetic behavior in certain metals like Fe,

Co, Ni etc. The strong electron-electron interaction is responsible for spontaneous magnetic

order in these materials [18]. However, inclusion of electron-electron correlation explicitly in

a model Hamiltonian makes it many body in nature. In this context, we need a many body

basis to deal with this Hamiltonian. In many body basis the degrees of freedom increase as

mN , where m is the local degrees of freedom and N is the size of the system. In the next two

sections we will give a brief description about some of these model Hamiltonians, in partic-

ular the Hubbard model and the Heisenberg model. We will also discuss a few numerical

techniques to solve these many body Hamiltonians in the next chapter.

1.1 beyond the band theory : hubbard model

Due to the failure of the band structure theory in describing some of the magnetic phe-

nomena, some toy models like Hubbard model, Anderson model, Heisenberg model etc. are

proposed to explain magnetism in strongly correlated materials. In 1963, the Hubbard model

was introduced simultaneously by Gutzwiller [19], Hubbard [20], and Kanamori [21]. This

model includes kinetic energy term or hopping of electrons to neighboring sites and the
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electron-electron repulsion term restricted to the same site i.e., electrons repel each other if

they are at the same site. This model can be written in the second quantization form as

H = t ∑
i,σ
(c†

i,σci+1,σ + h.c.) + U ∑
i

ni,σni,σ′ , (1.1)

where c†
i,σ is creation operator at site i and ci+1,σ is annihilation operator at site i + 1 with

spin σ. ni,σ is number operators with spin σ. t is the hopping amplitude and U is the on-

site Coulomb repulsion. The Hamiltonian is not analytically solvable, except in one dimen-

sion [22], due to the presence of electron-electron interaction term. This is the simplest many

body Hamiltonian, where two competing terms can explain interesting phenomenon like

metal-insulator transition [23]. The kinetic energy or electron hopping term tries to delocal-

ize the electrons and leads the system to behave like metal, whereas the second term i.e.

electron-electron interaction attempts to localize the electron onto a site and drives the sys-

tem to an insulating state, which is generally magnetic. The large t >> U limit corresponds

to the band picture of non-interacting particles, while in the limit of U >> t electrons

are completely localized. Depending on the nature of U i.e., attractive (U < 0) or repul-

sive (U > 0) the Hubbard Hamiltonian describes various phases. Phases like paramagnetic

metallic [24], ferromagnetic metallic [25], antiferromagnetic insulating [26] phases arise in

the limit of U > 0 i.e, repulsive U. On the other hand, attractive U explains normal Fermi-

liquid [27], superconductivity [28] etc. The Hubbard model offers complex phase diagrams

in the parameter space of t, U, temperature T and chemical potential µ for various lattice

structures and dimensions [24, 29–33].

1.2 large U/t limit : heisenberg model

The magnetic properties of many insulating materials can be well described by the Heisen-

berg model. In the large U limit i.e., for U >> t, we can consider the coulomb term as

the unperturbed part of the Hubbard Hamiltonian in Eq. 1.1. The ground state (gs) of the

unperturbed Hamiltonian has one electron occupying each lattice site. Now we can treat
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the kinetic energy term as a perturbation. The second order degenerate perturbation theory

produces the effective Hamiltonian given by

H = ∑
<ij>

JijSi · Sj, (1.2)

where Si and Sj are the spin operators localized at sites i and j. The single bracket holds

for only the nearest neighbors, and Jij represents spin exchange interaction strength between

sites i and j. The second order perturbation theory gives the value J = 4t2/U. The positive J

value gives rise to the AFM alignment of spins in the gs, whereas negative J favors parallel

alignment of spins. In this limit the charge degrees of freedom are frozen, and each lattice

site is occupied by a single unpaired electron. Therefore, at every site there are two possible

spin configurations; either spin up or spin down. In this case, electrons can exchange their

spins but they can not move.

The isotropic or anisotropic Heisenberg model with various kinds of spins and exchange

interactions play important roles in understanding the phase transitions driven by quantum

fluctuations at temperature T = 0 [34]. This simple model can also explain various complex

physical phenomena in real materials with localized electronic spins. The details of exotic

quantum phases for various spin models and their realizations in several materials are dis-

cussed in the following sections.

1.3 mapping of magnetic materials to low-dimensional spin models

There are plenty of magnetic materials where the dominant exchange interactions are con-

fined in certain directions only. Therefore, these materials effectively behave like low di-

mensional magnetic systems. To be more specific dominant exchange interactions acting

along a particular direction drive the system into behaving similar to one-dimensional (1D)

spin chain, while dominant exchange interactions confined in a two-dimensional (2D) plane

turn the system into an effectively 2D spin system. In low-dimensional spin systems the

intra-chain or intra-layer exchange coupling is about 102 − 105 times the inter-chain or inter-

layer exchange coupling. Hence, the magnetic properties of these systems can be explained
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by simple low-dimensional spin models. The low-dimensional materials have advantage

over bulk materials in modeling and interpreting the experimental properties like suscep-

tibility, specific heat, magnetization etc. Most of the investigated spin-1/2 materials con-

sist of Cu2+ ions and Ni2+ ions for spin-1 materials. Some of the examples of spin-1/2

AFM chains are CuCl2.2N(C5D5) [35], KCuF3 [36], KCuGaF6 [37] etc. The 1D materials

like LiCuVO4 [38], LiCuSbO4 [39], LiCu2O2 [40], Li2ZrCuO4 [41] have FM nearest neigh-

bor (NN) and AFM next nearest neighbor (NNN) interactions. The frustration due to com-

peting exchange interactions induces an incommensurate magnetic order in most of these

materials. The research on coupled-chains has been stimulated by the synthesis of 2-leg

ladder materials e.g., SrCu2O3 [42], (VO)2P2O7 [43, 44] etc. and Sr2Cu3O5 [45] with 3-legs.

Ba3Cu3Sc4O12, Ba3Cu3Sc4O12 [46, 47] are the realizations of spin-1/2 half-twist ladder. The

experimental manifestations of interacting chains with NN and NNN exchange couplings

are Cu2GeO4 [48], BiCu2PO6 [49] etc.

The discovery of high temperature superconductor with the parent compound composed

of copper oxide layers evokes much interest in low-dimensional physics. La2CuO4 is the first

discovered high temperature superconductor where the dominant AFM interactions between

Cu2+ ions lies on CuO2 plane [50], whereas K2CuF4 is one of the materials which shows 2D

FM order [51]. The field of 2D quantum magnetism is quite broad due to the presence of var-

ious possible 2D lattice structures with different coordination numbers. The most common

2D lattice structures are square lattice, triangular lattice, kagome lattice, honeycomb lattice

etc. In some undoped copper oxide insulators like La2CuO4 and YBa2CuO6 [50], the AFM

exchange interactions among spin-1/2 of Cu2+ ions form square lattice like structure. The

study of spin-1/2 AFM triangular Heisenberg model is relevant to certain inorganic salts

like LiNiO2 [52], Cs2CuCl4 [53], organic compounds like κ− (BEDT− TTF)2Cu2(CN)3 [54],

κ− (ET)2Cu2(CN)3 [55] etc. Iridates like Na2 IrO3 and Li2 IrO3 [56, 57] have attracted special

attention as the Ir+4 ions of these materials are arranged in a layered honeycomb lattice

structure. There are many vanadates like CaV2O5, MgV2O5 [58, 59] which are predicted to

be consisted of interacting ladders through zigzag bonds. The lattice structure that is exhib-

ited by the interaction between spin-1/2 V4+ ions in these materials is shown to be trellis
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lattice. The magnetic properties of SrCu2(BO3)2 can be understood by the celebrated Shastry-

Sutherland model [60].

The spin-1 magnetic systems where each effective spin is composed of two spin-1/2 show

Haldane phase in 1D [61]. Some of the examples of the 1D spin-1 systems are CsNiCl3 [62],

CsNiF3 [63], Ni(C2H8N2)2NO2(ClO4) [64], Ni(C5H14N2)2N3(PF6) [65] etc. In the bipartite

substance [NiCu(pba)(D2O)3].2D2O, Cu2+ and Ni2+ sit at alternative positions along one

axis and give rise to spin-1/2 and 1 mixed-spin chain which can have ferrimagnetic gs [66].

The low-dimensional spin model systems provide an opportunity to study the interesting

quantum phenomena in the field of exotic quantum phases and quantum phase transitions

driven by quantum fluctuations. However, it is known that there is no long-range order

(LRO) in the 1D and 2D Heisenberg spin systems at a finite temperature as stated in the

Mermin-Wagner theorem [67], but LRO may exist in these systems at T = 0. The LRO in a

frustrated system can be destroyed due to the presence of disorder and frustration. The chain

and ladder compounds may exhibit either quasi-long-range order (QLRO) or short-range or-

der (SRO) [68]. The roles of quantum fluctuations and geometrical frustrations in the gs are

still under extensive investigation, and it is one of the most active areas of research. A large

variety of theoretical approaches like perturbation theory with higher order series expan-

sions [69], spin wave theory [70], Schwinger boson mean field theory [71], renormalization

group (RG) method [72, 73], field theoretical approaches like bosonization [74], semi-classical

non linear σ-model [61] etc. are proposed to deal with these many body systems. Though

some of the 1D quantum spin models can have exact analytical solutions, but analytical so-

lutions of most of these model systems are either inaccurate or can not be solved. Therefore,

the of computational studies become important in these cases.

The exact numerical calculations of the many body Hamiltonian are computationally ex-

pensive. Therefore, for large system size these calculations are impossible. To deal with large

system sizes a series of approximate methods are developed viz., numerical renormalization

group method [75], density matrix renormalization group (DMRG) method [76, 77] to tackle

frustrations in large 1D or quasi 1D systems, quantum Monte Carlo (QMC) method [78] to

solve higher dimensional unfrustrated spin models etc. In recent years, the tensor network

is another promising tool for the investigation of the many body systems [79].
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Before going to discuss about my thesis problem, let us make a brief review of the exotic

phases in 1D and quasi-1D magnetic systems. We shall provide a short discussion on 2D

magnetic systems, thereafter.

1.4 one dimensional spin systems : spin chains

The study of low-dimensional magnetism started with the investigation of 1D Ising model

by Ernst Ising in 1925. In this model spin interactions are confined only along the easy-axis,

say z-axis. But spins can have interaction along all three direction with various amplitudes,

and the model Hamiltonian can be written as

H = ∑
<ij>

JxSx
i Sx

j + JySy
i Sy

j + JzSz
i Sz

j . (1.3)

Jx, Jy and Jz are the anisotropic exchange interactions; whereas Sx, Sy and Sz are components

of the spins along x, y, and z directions, respectively. When Jx = Jy = 0, Eq. 1.3 turns into

Ising model. For Jz < 0, the gs configuration of the Ising model has either all spins up or

all spins down at T = 0. On the other hand, no LRO appears in the gs for T 6= 0. The

conditions Jx, Jy 6= 0 and Jz = 0 correspond to the XY model. In 1D, the XY model for S=1/2

is exactly solvable where spin operators are transformed to spin-less fermions through the

Jordan-Wigner transformation [80, 81]. The spin correlation is one of the essential quantities

to characterize gs. For a spin chain the spin correlation between ith and (i + r)th spins is

written as

C(r) =< Si · Si+r > (1.4)

where Si and Si+r are the spins of ith site and (i + r)th site, respectively. At T = 0, both the

transverse correlations i.e., < Sx
i Sx

i+r > and < Sy
i Sy

i+r > show power law variation w.r.t. r

for the isotropic 1D XY model with Jx = Jy < 0 [82]. In the anisotropic XY model, the gs

develops LRO in < Sx
i Sx

i+r > or < Sy
i Sy

i+r > for stronger Jx or Jy interaction, respectively, at

T = 0 [82]. The correlation decays exponentially for nonzero temperature as predicted by

the Mermin-Wagner theorem [67].
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Magnons

Spins

Figure 1.1: Flipping of spin-1/2 spins create magnons; here three spins are flipped which create three
magnons represented by black solid circles.

For 1D isotropic Heisenberg model i.e, when Jx = Jy = Jz = J, the gs shows FM order for

J < 0 and AFM order for J > 0. The gs energy in FM state is ε0 = NJS2 for a 1D spin-S chain

with N number of lattice sites. The FM gs is a maximally polarized state i.e, Sz
tot = NS, and

this gs is (2NS + 1) fold degenerate. The low-lying excitations can be created flipping the

spins one by one and the dispersion relation can be described by means of the linearized spin

wave theory. Originally the spin wave theory for the FM state was proposed by Bloch [83, 84],

and Holstein and Primakoff [85], whereas it was later extended by Anderson [86], Kubo [87],

and Oguchi [88] for the AFM Néel state. Flipping one spin in the FM state changes the

value of Sz
tot from NS to (NS − 1). Instead of flipping one spin, if all the spins are tilted

by a certain angle with respect to their neighboring spins so that Sz
tot becomes (NS − 1)

then the arising excitation is called spin wave. The quasi-particles associated with the spin

wave excitations are called magnons. These are the magnetic analog of phonons associated

with lattice vibration. If Sz
tot of the system goes from NS to (NS− n), then the number of

magnons created in the excited state in n as shown in Fig. 1.1. In the case of the 1D FM chain

the dispersion relation obtained from the spin wave theory is ωk = 2|J|S(1 − cos k). The

spectrum is gapless in the isotropic FM Heisenberg limit. Two-magnon bound state can be

found with two spin deviations on neighboring sites which creates two domain walls, and

the lowest excitation energy remains unaffected in the presence of domain wall [89, 90]. The

FM long range order in 1D vanishes at any finite temperature.

In the AFM gs of S = 1/2 1D isotropic AFM Heisenberg model, quantum fluctuations

destroy long-range Néel order and show power law decay in spin-spin correlation. This

model can be exactly solved using ’Bethe ansatz’, where gs energy is given by ε0 = NJ
4 −

JNln2 [91]. Using the Bethe ansatz, des-Cloizeaux and Pearson obtained a dispersion relation

ωk =
π
2 J| sin k| [92]. The excitations associated with this dispersion are usually called spinons.

Spinons are spin-1/2 objects and combination of two spinons gives low-lying excitations [93].
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J

J

J

(a) (b)

Figure 1.2: (a) Frustration on a triangle with AFM nearest neighbor interactions (b) classical ground
state: the angle between two nearest neighbor spins is 120◦

The gs is in singlet state (Sz
tot = 0) and the lowest excited state is the triplet state (Sz

tot = 1)

for 1D S = 1/2 AFM chain. The singlet-triplet gap, alternatively called spin gap, vanishes

in the thermodynamic limit [94]. The gs spin correlation function decays as (−1)r/r for the

isotropic 1D AFM Heisenberg chain [95].

In the anisotropic limit i.e, Jx = Jy 6= Jz, the Heisenberg model is called XXZ model. For

Jx = Jy = 1 and Jz < −1, the XXZ chain shows FM gs, whereas for Jz > 1 this model shows

AFM ordered gs. In the limit, −1 < Jz < 1, XXZ chain behaves like 1D XY model [96].

The frustration in the low-dimensional spin models makes the physics more interesting.

The concept of frustration arises in the system where no spin configurations can satisfy all

the interactions between every pair of spins simultaneously. There are two types of frustra-

tion; one is induced due to the geometry of the system and the other one appears due to

the presence of competing exchange interactions in the system. An example of geometri-

cal frustration is a triangular lattice with nearest neighbor AFM interaction J, as shown in

Fig. 1.2(a). All the spins on a triangle can not be antiparallel with both their neighbors simul-

taneously. If we treat these spins classically, then the minimum energy can be achieved with

the spin configuration where each spin is at 120◦ angle with respect to its nearest neighbors,

as shown in Fig. 1.2(b). The quantum phases proposed to arise in this system are discussed

in the Sec. 1.6. On the other hand, the interaction induced frustration can be investigated

in a linear spin-1/2 chain with nearest neighbor (nn) J1 and next nearest neighbor (nnn) J2

interactions. The system is frustrated for AFM J2 interaction irrespective of the nature of J1.
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The J1 − J2 model has been studied extensively in the last couple of decades. The Heisen-

berg Hamiltonian of this model can be written as

H = J1 ∑
i

Si · Si+1 + J2 ∑
i

Si · Si+2. (1.5)

This model shows the existence of various exotic phases in different α = J2/J1 limits. For

AFM J1 and J2, the system shows a quantum phase transition from a gapless AFM phase

to a gapped dimer phase at the critical point αc = 0.2411. This transition point has been

shown by Okamoto and Nomura considering the crossover between energy gaps where the

first excited state goes from triplet to singlet state [97]. On the other hand, Bosonization

approach gives this quantum phase transition point at αc = 1/6 [98]. The exact dimer state

is found at the Majumder-Ghosh point i.e., α = 1/2 [99, 100]. The Majumder-Ghosh model

(i.e., J1 − J2 model at α = 1/2) shows the gs is doubly degenerate with the singlet gs energy

ε0 = − 3
8 J1N. The wave function of an exact dimer phase can be represented as a product

of singlet pairs and this phase has an excitation gap to the first excited state which is the

triplet state. The presence of dimerization is found in a broad region i.e., αc < α < 2.5 [101].

The largest dimerization occurs approximately at α = 0.5781. The incommensurate gapped

spiral phase appears for approximately 0.5 < α < 2.5. The spin correlation in the incom-

mensurate phase decays following e−r/ξr−
1
2 , where ξ is correlation length. The exact upper

limit of α for incommensurate phase is found at 1/α = 0.44 by exact diagonalization (ED)

and DMRG calculations, and for 1/α < 0.44 the system behaves like two independent (de-

coupled) Heisenberg AFM chains with the structure factor S(q) diverging at wave vector

q = π/2, whereas below the critical point αc, S(q) diverges at q = π [102, 103].

The J1 − J2 model with FM J1 and AFM J2 shows the presence of gapless FM phase at

low α = J2/|J1|. The level crossing between fully polarized FM state and singlet state occurs

at α = 0.25 and in this point gs is doubly degenerate with the energy ε0 = − 3
16 N|J1| [104,

105]. For 0.25 < α < 0.67, incommensurate spiral spin order appears with periodicity 2π/q.

The pitch angle lies between 0 < q < π/2 in this phase [102, 103]. In incommensurate

phase, spin gap for FM J1 - AFM J2 chain is finite but very small compared to that in AFM

J1 - AFM J2. Hence, dimerization and incommensurate spiral order coexist for this model

also [106]. The highest spin gap appears at α ≈ 0.6. For α > 0.67, the system behaves like
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spin−1/2 spin−1/2

spin−1

Figure 1.3: Valance bond solid state in spin-1: Every S = 1 spin consists of two S = 1/2 spins and
each spin-1/2 forms singlet bond with another spin-1/2 on neighboring S = 1 site

two decoupled gapless AFM chain with q = π
2 . This model has attracted much attention also

for manifesting different exotic phases like vector chiral, multipolar phases in the presence

of magnetic field [107–111] or anisotropic exchange [112, 113].

The AFM Heisenberg integer and half integer spin chains behave very differently, as first

discovered by Haldane [61, 114]. The gs of AFM Heisenberg integer-S chain shows a finite

spin gap, whereas it is gapless for AFM Heisenberg half-integer-S chain. This finite gap for

integer-S spin chain is given by ∆Haldane = JSe−πS, which is known as Haldane gap [115].

Generally, the existence of a gap in a spin system is accompanied by a disordered gs. The

short range correlation in the disordered gs follows C(r) ∝ e−r/ξ . The numerical renormal-

ization group study finds the ξ ≈ 6.03 for AFM Heisenberg S = 1 chain [75]. The same

study shows the gs energy per site is ε0 ≈ −1.40 and the Haldane gap is ∆ ≈ 0.41. The

Haldane chain shows an important property called string order. This can be measured from

the relation

Oα(i, i + r) =< Sα
i eiπ ∑i+r−1

j=i+1 Sα
j Sα

i+r >, α = x, y, z (1.6)

as r → ∞. The finite value of this order parameter indicates that after removing all the sites

with Sz = 0, spin-1 sites with Sz = +1 and Sz = −1 locate at alternate positions along the

chain between ith and i + rth spins. This hidden order creates Néel order in spin-1 chain.

The value of string order in spin-1 chain is approximately 0.37 [75]. Moreover, open ended

spin-1 chain addresses the presence of effective S = 1/2 spins at each end of the chain.

This property can be explained easily using valance bond state (VBS) picture, as shown in

Fig. 1.3. A VBS can be written as the product of the singlet states produced by two S = 1/2

spins [116]. The notion of valance bonds can also be extended to higher spins. The gs of
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spin-1 Heisenberg chain is constructed using valance bonds by Affleck, Kennedy, Lied and

Tasaki (AKLT) [117]. Each S = 1 spin can be considered as a combination of two S = 1/2

spins. In the VBS state one spin-1/2 of the pair on a site is linked to one of the spin-1/2

pair on the nearest neighbor site with a singlet bond, as shown in Fig. 1.3. If all the spins

are connected to its nearest neighbors in this manner, then there will always be unpaired

spin-1/2 left at the each end of a spin-1 chain with open boundary condition. These extra

S = 1/2 spins form the edge modes in the gs which is four-fold degenerate. AKLT model

captures all the properties of the Haldane phase. The behavior of higher S has been also

explained implementing the VBS concept [118].

The studies on mixed spin chains containing two kinds of spins (S1, S2) situated at alter-

native positions have been done extensively. According to Lieb-Mattis theorem [119], the

alternating or mixed spin chains exhibit the ferrimagnetic ground state with total spin

Stot = N(S1 − S2), where N is the number of unit cells. The linearized spin wave theory

(LWST) and DMRG calculations show that the correlation length in spin correlation reduces

to 1.44 for a mixed spin chain with S1 = 1 and S2 = 1/2 [120]. The frustration arisen due

to the inclusion of NNN interaction in a mixed spin chain provides quantum phase transi-

tion from ferromagnetic state to singlet state as predicted by Ivanov et al. using LSWT and

DMRG calculations [121].

1.5 quasi-one dimensional spin systems : spin ladders

Now let us make a brief review on quasi-1D spin systems. The frustrated spin chains with

anisotropy and alternating exchange interactions, spin ladders with even or odd numbers

of legs are generally considered in this class of spin systems. Spin ladders having two or

more spin chains form a bridge between one- and two-dimensional systems and thus play

an important role to understand many interesting phenomena in the crossover between 1D

and 2D systems. The Heisenberg Hamiltonian of a 2-leg ladder is written as

H = ∑
i

∑
l=1,2

JLSi,l · Si+1,l + ∑
i

JRSi,1 · Si,2, (1.7)
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with exchange couplings JL along the legs and JR on rungs. i and l represent spin and

leg indices, respectively. The gs of spin-1/2 ladder with AFM JL and JR is a singlet gs

with short range spin correlation and have finite singlet-triplet gap. The gs is a spin liquid

state. In JR/JL = 0 limit, a 2-leg AFM ladder behaves like two decoupled AFM Heisenberg

chains which follow power law decaying spin correlation on each leg and zero spin gap. For

JL = JR = J > 0, correlation length in the gs is ξ ≈ 3.19, and singlet-triplet energy gap

∆ ≈ 0.504J obtained from the DMRG study [122]. It is predicted that ∆ vanishes only for

JR/JL = 0 [44]. ∆ > 0 for any finite value of JR. At strong JR/JL >> 1 limit, the ladder

acts like a system of decoupled rung singlet dimers with excitation gap ∆dimer = JR. On

increasing the number of legs, a dramatic difference is found between the gs properties of

an even and an odd-leg ladder. While ladders with even number of legs possess spin gap

and exponential decay of spin correlation, the ladders with odd number of legs show gap-

less behavior with spin correlation following a power law [44]. The properties of a S = 1/2

odd-leg ladder is similar to a S = 1/2 AFM Heisenberg chain, whereas the properties exhib-

ited by a S = 1/2 even-leg ladder is like that in S = 1 AFM Heisenberg chain. Using the

resonating valence bond state formalism, the presence of spin-1/2 defects can be shown at

the end of an even-leg ladder and this is very similar to the effective spin-1/2 edge modes

at the ends of an open S = 1 chain [123]. The spin gap reduces on increasing the number of

legs in even-leg ladder system and vanishes as the system approaches 2-dimension. Further-

more, the anisotropic AFM XXZ ladder has been studied extensively and phase diagrams

are constructed in different anisotropy limits [124–126].

Ladders with AFM JL and FM JR undergo a transition between decoupled phase in which

the system behaves like two decoupled AFM S = 1/2 chains, and the Haldane phase where

the system behaves effectively as a S = 1 AFM Heisenberg chain. At large |JR|/JL two spins

along a rung form triplet and thus this spin pair acts effectively as a spin-1. Numerical

diagonalization and projector Monte Carlo study by Hida shows that the gap for |JR|/JL <

0.6 is small, and the critical transition point is proposed to be around |JR|/JL ≈ 0.6 above

which Haldane gap appears [127]. Moreover, the phase between the decoupled (gapless)

and the Haldane (gapped) phases in the same system with anisotropy along the legs is

studied using non-linear σ model [128]. It is shown that the decoupled phase exists only
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Figure 1.4: Ladder structure with single plaquette diagonal: this reduces to normal ladder when JD =
0 and zigzag ladder when JR = JD.

for |JR|/JL = 0 in the isotropic case. The gs phase diagram for XXZ ladder model has been

constructed in the intra-chain anisotropy and FM rung coupling plane using DMRG study

by Narishima et al. [129].

The S = 1/2 FM JL and AFM JR ladder model has been studied numerically by Roji and

Miyashita [130]. When JR = 0, FM LRO is developed along each chain and rung dimers are

formed for large JR. Any finite JR opens a gap which is shown both analytically [126, 131]

and numerically [130]. This ladder model in the isotropic limit does not show any transition,

but in the presence of a finite easy-axis anisotropy along legs, transition between FM and

dimer phases can be observed. A rich phase diagram for this ladder has been constructed by

different groups in various anisotropy limits [131, 132].

In the above mentioned ladder models, a gap is always generated due to the presence of

any arbitrarily small AFM or FM rung coupling. The relation between the ladder gap and

the Haldane gap can be understood by string order parameter. The concept of string order

given in Eq. 1.6 can be extended to S = 1/2 ladders by considering composite spin-1 units

where each unit is made up of two S = 1/2 spins, both located along a rung or a diagonal

plaquette. It is found that gapped ladders possess finite values of string order [133]. The gs

phases of ladders with single diagonal as shown in Fig. 1.4 or both diagonal interactions have

been also explained using the idea of string order parameter. When rung coupling is large,

singlet or triplet dimers are formed along rungs of the ladder for AFM or FM rung coupling,

respectively. Interacting triplet rung dimers show Haldane gap like S = 1 Heisenberg chain.

On the other hand, dimer gap for interacting rung singlets evolves to the Haldane gap when

two neighboring dimers interact with each other through a plaquette diagonal FM coupling

and form a composite spin S = 1 unit along the diagonal. Recent DMRG study of FM J1 -
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Figure 1.5: Two interacting J1 − J2 chains through rung coupling JR.

AFM J2 zigzag ladder (JR = JD = J1 and JL = J2 in Fig. 1.4), alternatively called J1− J2 chain,

reveals the coexistence of spin-singlet dimer order between third neighbor sites and string

order which is maximum at around J2/|J1| ≈ 0.55 [106].

Several works on the spin-1/2 ladder model with two frustrated J1 − J2 legs, as shown in

Fig. 1.5, display various kinds of dimer or gapped phases in different interaction limits [134–

136]. For AFM J1, J2 and JR, the phase diagram presents two kind of phases; one is called

rung singlet (RS) and another one is columnar dimer (CD) [134, 135]. In the RS phase, singlets

are formed along the rungs due to strong antiferromagnetic correlations along rung bonds,

as shown in Fig. 1.6(a). Here the gs is non-degenerate and it has finite triplet excitation gap.

The properties of the CD phase are similar to the dimers that appear in a J1 − J2 model. The

singlet dimers are formed along the legs for the CD phase, as shown in Fig. 1.6(b). At the

MG point this phase has degenerate gs. The transition points between the RS and CD phases

can be determined by computing dimer order parameter defined on leg l around site i by

Di,l =< Si,l · Si+1,l > − < Si−1,l · Si,l > . (1.8)

In the thermodynamic limit, the dimer order parameter is zero in the RS phase and finite

in the CD phase. In the RS phase both commensurate and incommensurate nature of spin

correlation can be noticed in smaller J2/J1 and larger J2/J1 limits, respectively. The phase

diagram for the same model is extended for FM JR in ref. [135]. They have found three kinds

of phases; staggered dimer (SD) in small |JR|/J1 limit, and in large |JR|/J1 limit Haldane and

NNN Haldane phases for small J2/J1 and large J2/J1, respectively. In the SD phase dimers

along one leg is shifted by one bond with respect to the other leg as shown in Fig. 1.6(c). Two
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(a)

Rung Dimer

Staggered Dimer

Figure 1.6: Some special types of Valance bond solid states: (a) Rung Dimer (b) Columnar Dimer and
(c) Staggered Dimer are formed in a ladder. Dashed black lines represent legs and rungs
of the ladder and thick red solid lines represent dimers.

spins on a rung remain parallel for both the Haldane phase and the NNN Haldane phase.

The difference between these two phases is singlet dimers that are formed on alternative

NN bonds and NNN bonds along the legs in the Haldane phase and the NNN Haldane

phase, respectively. The influence of inter-chain coupling on the phase boundary between

FM and incommensurate spiral gs in a coupled FM J1 - AFM J2 chains are investigated in

ref. [137]. There are more types of ladder models which are investigated quite extensively,

like ladders with alternative rung exchanges [138], with diagonal exchanges [139–141], with

different interactions on two legs [142, 143] etc.

1.6 two dimensional spin systems

The two-dimensional magnets has been investigated over the last couple of decades with the

inspiring initial work on 2D Heisenberg antiferromagnetic (HAF) square lattice by P. W. An-

derson [86]. Though 2D systems lack exact solutions, some ideas about the gs and the excited

state properties of these systems can be obtained by various analytical techniques like spin

wave theory, renormalization group method, Schwinger boson mean field theory, some semi-

anlytical techniques like series expansions, variational theory, and numerical techniques like

exact diagonalization, quantum Monte Carlo etc. After rigorous studies on 2D HAF square

lattice, it is now clear that the effect of quantum fluctuations is not strong enough to de-

stroy the Néel long-range order in this lattice geometry [144]. However, the ordered state
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disappears for any non-zero temperature as suggested by the Mermin Wagner theorem. P.

W. Anderson and Fazekas first introduced the idea of resonating valence bond states, a new

type of state for the 2D triangular lattice [145, 146], and this gs is very different from the

classical three-sublattice Néel state where spins from different sublattices are in mutual an-

gle of 120◦. Several works found that this lattice structure has LRO in the gs [147–150]. On

the other hand, the gs in a 2D HAF kogome lattice is highly disordered due to the presence

of strong quantum fluctuations [151, 152]. The HAF Honeycomb lattice are expected to have

more quantum fluctuation than that in a HAF square lattice, but it still gives a finite Néel

order parameter [153, 154]. The studies on a trellis lattice offer an opportunity to understand

the effect of inter-ladder or inter-chain couplings [155, 156]. The presence of anisotropy or

competition between different kinds of exchange couplings provides exotic phase diagrams

for all these 2D lattices. Although there exist several theoretical and numerical studies on

2D lattices, the gs properties are far from being well understood in most of these lattices

in various interaction limits due to the lack of appropriate theoretical framework and also

efficient numerical methods to handle the large degrees of freedom involved in these 2D

systems. As the 2D models are out of consideration for my thesis work, the detailed review

on 2D lattices are not presented here.

The outline of the thesis is given in the following section.

1.6.1 Outline of the thesis

The thesis is organized in the following way.

In chapter 2, we describe the numerical methods i.e., exact diagonalization and density

matrix renormalization group methods. These two numerical methods have been used to

solve all the problems in this thesis.

In chapter 3, we propose a new DMRG algorithm which gives accurate results for 1D

system with periodic boundary condition. We compare our results with recently developed

matrix product state algorithm.

In chapter 4, we consider two-leg spin-1/2 ladder systems consisting of a ferromagnetic

leg and an antiferromagnetic leg which interact through antiferromagnetic couplings with
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each other. Two types of ladder geometries are studied here; zigzag and normal ladder. We

predict the possible gs phases arising due to the frustration in these systems. We have also

performed perturbation theory calculation at high rung interaction limit.

In chapter 5, we constructed the ground state phase diagram for a trellis ladder spin-1/2

model. The phase diagram is plotted based on pitch angle and correlation length obtained

from spin-spin correlation. We have also fitted the experimental data of the trellis lattice

compound CaV2O5 with our numerical data. We have found phase boundary both by linear

spin wave analysis and DMRG calculations.

In chapter 6, a mixed spin ladder system made up of spin-1 and spin-1/2 legs is considered.

We study the effect of inter-leg coupling on the energy gap, spin density and spin correlation

of individual legs. The phase boundary between Ferrimagnetic to non-magnetic ground

states is obtained in the presence of alternating dimerized zigzag bonds between two legs.

This thesis is concluded with necessary remarks and discussions in chapter 7.
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2
N U M E R I C A L M E T H O D S

The theoretical prediction of accurate solutions of a strongly correlated many body quan-

tum system is one of the most challenging job in condensed matter physics. The many body

problem is tractable analytically only in non-interacting or mean field limit. However, ex-

act analytical solution is obtained by Bethe Ansatz method [91] for 1D isotropic Heisenberg

model, whereas the 1D Hubbard model has been exactly solved by Lieb and Wu [22]. Most of

the many body models are handled by approximated analytical methods like spin wave anal-

ysis [70], renormalization group method [72, 73], Schwinger boson mean field theory [71],

field theoretical methods like bosonization [74], semi-classical non linear σ-model [61] etc.

However, in some cases there are numerical methods which may give more reliable results

than the analytical predictions. Nevertheless obtaining accurate solutions is quite challeng-

ing due the exponential growth of Hilbert space with the system size. If each individual site

has m degrees of freedom then total number of degrees of freedom required is mN for N

sites. Therefore, the computational cost increases exponentially with increasing N.

For a spin-1/2 system, each site has two possible spin configurations; either |↑〉 or |↓〉,
whereas each site on a fermionic system where both charge and spin degrees of freedom

are involved, has four possible electronic configurations which are; empty site |0〉, singly

occupied site |↑〉 or |↓〉 and doubly occupied site |↑↓〉. Hence, the degrees of freedom are

4N and 2N for fermionic system and spin-1/2 system, respectively, with size N. Exact diag-

onalization (ED) is the simplest method to obtain exact numerical results, but it is limited

to small system size due to exponentially increasing dimension of Hamiltonian matrix with

system size. To solve large system, various numerical algorithms like quantum Monte Carlo
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(QMC) [78], numerical renormalization group (NRG) [75], density matrix renormalization

group (DMRG) [76, 77] etc. are developed, and each technique has its own limitation based

on the approximations considered in it. In this thesis, some quasi-1D spin ladder models are

considered where ED is used to solve small system, and DMRG method for large system.

Therefore, ED and DMRG methods are discussed briefly in this chapter.

2.1 exact diagonalization method

The eigenvalues and eigenvectors of a quantum many body model Hamiltonian can be ob-

tained by exactly diagonalizing the Hamiltonian. ED method consists of three steps; 1) con-

struction of the basis states 2) formation of Hamiltonian matrix in that basis states, and

3) diagonalization of the Hamiltonian matrix. If { |Ψi〉 , i = 1, nb } is the basis set, then

〈Ψi|H
∣∣Ψj
〉
= Hij are matrix elements of the Hamiltonian. The dimension of Hamiltonian

matrix is nb × nb for a system with basis size nb. Most of the matrix elements of a Hamil-

tonian with short range interaction are zero. Hence only nonzero elements can be stored in

sparse matrix form which requires storage only of order O(nb). Moreover, most of the Hamil-

tonians have symmetries which reduce the Hamiltonians to block diagonal forms. Now the

individual blocks appeared in the matrix can be diagonalized independently at a much less

computational cost. If Hamiltonian remains invariant after going through some symmetry

transformation σ, then [H, σ] = 0. It means that H and σ have common eigenfunctions.

Both S2 and Sz operators commute with Heisenberg Hamiltonian and have eigenvalues

S(S + 1) and ms, respectively, where ms ∈ {−NS,−NS + 1, ..., NS} for a spin-S system with

number of spins N. In these different Sz sectors the Hamiltonian Matrix is block diagonal. For

a S = 1/2 spin system the number of basis states goes as NCN/2, NCN/2−1, NCN/2−2,...,and

1 for ms = 0, 1, 2,..., and N/2, respectively. The frustrated spin systems are non-trivial due

to the presence of large degeneracies in the ground state (gs) and low-lying exsited states.

As a result the convergency of energy in the diagonalization process becomes slower or in

some cases, energy does not even converge. The symmetry operations like translational, spin-

parity, inversion etc. are used to separate out the degenerate states in the different symmetry

subspaces. The translational operation moves each spin to the next spin position and Heisen-
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berg Hamiltonian with periodic boundary condition remains invariant under this transfor-

mation. The spin-parity operator flips all the spins which keep the Hamiltonian invariant

and it is valid only in ms = 0 sector. The inversion symmetry corresponds to a rotation of

the whole system by an angle π about an axis passing through 1st and (N/2 + 1)th spins

of a system with periodic boundary condition. The matrix operation H̃ = U†HU, where U

is an unitary symmetry operator of size nb ×m (nb > m), leads the Hamiltonian in different

symmetry subspaces. After the rotation of Hilbert space in these symmetry subspaces the

dimension of the Hamiltonian H̃ reduces to m×m.

The computational cost required for the full digonalizaton of a Hamiltonian goes as O(n3
b),

and we can get full spectrum of a system with the size hardly up to N ≈ 24 for a spin-

1/2 system diagonalized using more than one symmetries. If we calculate the eigenvectors

and eigenvalues only for the gs and a few number of low-lying excited states then the

computational cost goes as O(n2
b). The computational cost becomes worse for larger spin.

Even for evaluating a few low-lying states of a matrix, a considerable computational effort

is required. There are many algorithms like the Lanczos [157, 158], modified Lanczos [159]

and Davidson methods [160, 161] to find some low-lying energy states. One of the most

promising algorithm is Davidson algorithm for dealing with low-lying eigenstates of a large

symmetric and sparse matrix. In this thesis, we have used an extension of the Davidson

algorithm to solve non-symmetric matrix, and it is proposed by Retrrup [162]. The brief

outline of the algorithm is given below.

Let us consider H is a given large sparse Hamiltonian matrix of order nb× nb. We consider

a set of l orthonormal guess vectors {vi : i = 1, ..., l} and construct a small l × l matrix h(l),

whose components are given by h(l)ij = 〈vi|H
∣∣vj
〉
. We diagonalize this small matrix using

standard exact diagonalization routines,

h(l)a(l)k = λka(l)k , k = 1, ..., m. (2.1)
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Here a(l)k are the eigenvectors of h(l) with lowest m eigenvalues λk. Now we choose guess

eigenvectors for the large matrix H, as the linear combination of vi with components of a(l)k

eigenvectors as coefficients.

C(l)
k =

l

∑
i=1

ak
(l)(i)vi, (2.2)

where a(l)k (i) is the ith component of the kth eigenvector of the small matrix h(l). Now we

construct ith component of correction vector P(l)
k as

P(l)
k (i) =

R(l)
k (i)

λ
(l)
k − Hii

, (2.3)

with ith component of the residual vector R(l)
k for the kth eigenvalue, and the residual vector

is given by

R(l)
k = (H − λ

(l)
k I)C(l)

k , (2.4)

where I is the unit matrix. Now we expand the initial space {vi : i = 1, ..., l} with a normal-

ized vector vl+1 which is obtained from Gram-Schmidt orthogonalization of P(l)
k to the set of

vectors {vi : i = 1, ..., l} i.e.,

v′l+1 = P(l)
k −

l

∑
i=1

(P(l)
k .vi)vi, vl+1 =

v′l+1

||v′l+1||
, (2.5)

The small matrix h(l) is now augmented to the matrix h(l+1) by adding new row and new

column. Next, we repeated the procedure starting with solving the Eq. 2.1 with l + 1 re-

placing l. The process is stopped until the dimensionality of the small matrix h(l) exceeds a

threshold value and is restarted with the initial subspace spanned by the approximated m

eigenvectors taken in Eq. 2.2. The iteration is finished when the eigenvalue converges within

a chosen accuracy.

The computational cost in the above mentioned method goes as O(n2
b), therefore, it is

difficult to diagonalize the Hamiltonian matrix for large system with ED. However, one can

calculate gs and a few low-lying energy states of a spin-1/2 system with size up to N ≈
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36 using underlying symmetries of the system. To solve larger systems many approximate

numerical techniques are proposed, and among them DMRG method is the most suitable

method to handle frustrated spin systems. In this thesis, we have studied frustrated spin

ladders using DMRG method. Therefore, we will now discuss this method in brief.

2.2 density matrix renormalization group method

The Density Matrix Renormalization Group (DMRG) method was introduced by Steve White

in 1992 [76, 77]. It is mainly based on mainly exact diagonalization (ED) and numerical renor-

malization group (NRG) ideas. The lowest energy states are usually kept in real space RG

method to produce an effective Hamiltonian of reduced dimension. This method achieved

a great success in explaining Kondo problem [72, 73]. However, results of RG schemes in

other many body problems such as Hubbard or Heisenberg models turned out to be poor.

The DMRG keeps only the most probable states instead of the lowest energy states and ends

up with diagonalizing the Hamiltonian constructed in truncated Hilbert space. This pro-

cess starts with a small system and then gradually increases the system size by adding few

new sites at every step. Each step involves the systematic truncation of irrelevant degrees of

freedom. The detailed review on DMRG method is available in refs. [163–165].

This method is able to handle spin-1/2 1D and quasi 1D systems and provides very accu-

rate gs energies and spin gaps for the same. A detailed study of spin correlation, spin gap,

low energy spectrum, the presence of edge modes of a spin-1 chain has been performed us-

ing DMRG method in refs. [75, 166, 167]. Similar calculations have been executed for higher

spin systems like S = 3/2, S = 2 Heisenberg chains [168, 169]. Several spin ladder models

have been considered in refs. [122, 123]. The rigorous studies of the effect of frustrations in

several spin systems e.g, zigzag spin chains have been done using this method [123, 170,

171]. The DMRG algorithm is also extended for 2D quantum systems but the result is poorer

than that in 1D. Among the 2D systems, square, triangular, kagome lattices are examined

using this algorithm [172, 173]. Not only for Heisenberg spin models this method is quite

successful to solve low dimensional Hubbard model, t-J model, Pariser-Parr-Pople model [31,

174–176], 2D or 3D classical models and many others [177]. It is also used to calculate dynam-

23



ical properties, thermodynamic properties of low dimensional systems [178] and has been

extended recently to solve time-dependent quantum systems [179].

The DMRG method consists of two algorithms; one is infinite-size DMRG algorithm which

is followed by the other algorithm called finite-size DMRG algorithm. In Infinite-size DMRG

algorithm, the system size is increased by adding new sites at each iteration until the desired

length is reached. The algorithm of the infinite DMRG for a linear spin chain is described

below.

We start with a small system size; let us say four sites as shown in Fig. 2.1(a). This system

is divided into four blocks where first one site form left block L, last one site form right

block R and there are one new left site l and one new right site r in between them. The

full composite system is called superblock and its Hamiltonian can be written in the form

H = HL ⊗ Hl ⊗ Hr ⊗ HR. Now we can divide the superblock into system i and environment

j. The system in composed of left block and left new site, whereas environment is composed

of right new site and right block. Now we diagonalize H to get ground state wave function

which can be written in the product basis form as

Ψ = ∑
<ij>

Cij |i〉 |j〉 . (2.6)

Here |i〉 and |j〉 represent basis states of the system and environment, respectively. Now

we form the density matrix of the system. The major contribution in the expectation value

of any observable of the system comes from the most probable eigenstates of the density

matrix of the system. Therefore we keep the eigenstates with largest eigenvalues of density

matrix instead of keeping the eigenstates with lowest eigenenergies of the Hamiltonian in

the system. The expectation value of any operator A acting on the system can be written as

〈A〉 = 〈Ψ| A |Ψ〉 = ∑
<iji′ j′>

C?
ijCi′ j′ 〈j| 〈i| A

∣∣i′〉 ∣∣j′〉
= ∑

<iji′>
C?

ijCi′ j 〈i| A
∣∣i′〉 = ∑

<ii′>
ρii′ 〈i| A

∣∣i′〉 ,
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where

ρii′ = ∑
j

C?
ijCi′ j (2.7)

represents the elements of density matrix of the system [180]. In terms of density matrix ρ,

〈A〉 = Tr(ρA) = ∑
α

εα 〈α| A |α〉 , (2.8)

where |α〉 and εα are the eigenvector and eigenvalue of the matrix ρ. If εα for α > m is very

small than summation over α in Eq. 2.8 can be kept only upto α = m, which can give accurate

expectation value. DMRG uses similar concept for renormalization.

Now ρ matrix is diagonalized and we keep m eigenstates with highest eigenvalues. These

m number of states have highest weight in any information related to the system block. If the

ρ matrix has dimension M×M, then the reduced density matrix (ρ′) has dimension M×m.

The reduction of dimension is necessary only when M > m. The summation over all the

eigenvalues of the density matrix should be equal to unity. The accuracy of the calculation

can be measured by truncation error which is given by the sum of all the eigenvalues of

discarded eigenvectors of density matrix. If system and environment are symmetric to each

other then we only need to calculate the density matrix of one block and do all the other

operations only for one of them. The next step is to renormalize all operators involved in the

system block to truncated density matrix basis space. The renormalized Hamiltonian and

operators related to system block can be written in the form

H̃i = ρ′†Hiρ
′, Õi = ρ′†Oiρ

′, (2.9)

where, Hi and Oi are the Hamiltonian and the operators of the system. The dimension of

the remormalized Hamiltonian H̃i is reduced to m × m. The renormalized Hamitonian H̃j

and operators Õj of environment block are same as H̃i and Õj, respectively. Now we add

two new sites in between system and environment blocks as shown in Fig. 2.1(b), and the

whole composite system forms the new superblock. Again we divide the new superblock in

two symmetric blocks. If the Hilbert space dimension corresponding to each site is d then
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Figure 2.1: Schematic representation of the infinite DMRG algorithm steps for a 1D chain. The black
and red filled circles are old and new sites, respectively. The black filled circles under a
blue dashed box form left block (system block of previous step) or right block (environ-
ment block of previous step). The blue dashed boxes represent system and environment
blocks.

the dimension of Hamiltonian of the new system block will be d×m. The new system block

Hamiltonian is obtained as

H′i = H̃i ⊗ Id + S̃z
L ⊗ Sz

l +
1
2

(
S̃+

L ⊗ S−l + S̃−L ⊗ S+
l

)
, (2.10)

where Id is unit matrix of dimension d, S̃L is spin matrix for the site situated at the right

end of the left block or old system block and Sl represents the spin matrix for new site. The

new environment block Hamiltonian H′j is same as H′i . Now combining the new system and

environment blocks, we get the Hamiltonian for the new superblock as

H̃ = H′i ⊗ Im×d + Im×d ⊗ H′j + Im ⊗ Sz
l ⊗ Sz

r ⊗ Im

+
1
2

Im ⊗ S+
l ⊗ S−r ⊗ Im +

1
2

Im ⊗ S−l ⊗ S+
r ⊗ Im, (2.11)
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where, Sr represents the spin matrix for the new site in environment block. Now we diag-

onalize the new superblock Hamiltonian and iterate all the steps of truncation until the de-

sired length is achieved. Let us give a brief outline of the algorithm following the schematic

Fig. 2.1.

1. We start with a superblock with four site.

2. Find the gs eigenenergy and eigenvector of the superblock.

3. From the obtained eigenvector the density matrix ρ of the system block is constructed

following Eq. 2.7.

4. Diagonalize ρ and keep only the m number of eigenvectors with largest eigenvalues.

5. Renormalize all the operators and the Hamiltonian for the system block in truncated

density matrix basis space using Eq. 2.9.

6. Add a new site to each block and construct the superblock Hamiltonian using the

effective Hamiltonian and the operators of two blocks and two new sites as in Eq. 2.11.

7. Iterate all the steps (2) to (5) until the desired system size is achieved.

During the above mentioned process, all the operators related to all the left and right

blocks are stored to be used in finite-size DMRG process. To get an optimized wave function

and accurate system properties, we perform finite sweeps when the desired system size N is

reached in infinte-size DMRG process. The system size remains fixed to N in finite DMRG

algorithm. This process involves DMRG sweeps from left-to-right and right-to-left. The finite

DMRG procedure is illustrated in the schematic Fig. 2.2 and summarized below.

1. Start with the diagonalized superblock obtained at the end of the infinite-size DMRG

algorithm discussed above. This superblock has equal number of sites in each block as

shown in Fig. 2.2(a).

2. The left to right sweep starts with adding one new site to the left block and removing

one site from the right block to keep the system size fixed as shown in Fig. 2.2(b). Now

old left block and the new site form the system block or new left block.
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Figure 2.2: Schematic representation of the finite DMRG algorithm steps for a 1D chain. Dashed
box dipicts the final system of size N coming from infinite DMRG algorithm. Filled black
circles represent the new sites and solid boxes represent the left and right block of unequal
lengths.

3. Diagonalize the super block Hamiltonian combining two new sites and two blocks and

construct the reduced density matrix ρ′ of the system block.

4. Renormalize all the operators and Hamiltonian of the system block in reduced density

matrix basis space.

5. Again add one more new site to left block and shrink the right block. Repeat all steps

until the right block is reduced to a single site as shown in Fig. 2.2(c).

6. Now the same process is done in right to left sweep by enlarging the right block by

one site at each steps until the left block is reduced to one single site as shown in

Fig. 2.2(d-e).
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7. In the next step, we again start to add new sites to the left block and remove sites from

the right block, and finally we reach a step where the left and the right block have the

same size as shown in Fig. 2.2(f). This whole process is considered as one finite sweep.

To get optimized desired result, 5− 10 finite sweeps are sufficient in general.

The DMRG algorithm can give accurate results for a 1D systems with open boundary

condition (OBC) and also does well for quasi-1D systems with OBC. However, this algorithm

gives poor results for the system with periodic boundary condition (PBC). The PBC results

are necessary to get rid of the boundary effects in the system. If the number of states required

to get results with adequate accuracy is of the order O(m2) for OBC, then it requires the

number of states of the order O(m4) for PBC to get results with same accuracy. The number

of non zero elements in the Hamiltonian matrix becomes much higher in PBC due to the

connection between old left and right blocks. The computational cost goes as O(m6) for PBC,

whereas it is O(m3) for OBC. In conventinal DMRG algorithm, the spin operators which

form the superblock are involved in one time renomalization for OBC system, but in the

case of PBC, at least two spin operators get renormalized multiple times. The multiple time

renomalization reduces the accuracy drastically. In the first thesis work we proposed a new

DMRG algorithm where new sites are added at both ends of a spin chain so that old-old

block connections are removed to avoid multiple time renormalizations.

29



3
A N E F F I C I E N T D E N S I T Y M AT R I X R E N O R M A L I Z AT I O N G R O U P

A L G O R I T H M F O R C H A I N S W I T H P E R I O D I C B O U N D A RY

C O N D I T I O N

3.1 introduction

The quantum many body effect in the condensed matter gives rise to many exotic states such

as superconductivity [181], multipolar phases [182, 183], valance bond state [184], vector

chiral phase [182, 185] and topological superconductivity [186]. These effects are prominent

in the one dimensional (1D) electronic systems due to the confinement of electrons. The

confinement of electrons and the competition between the electron-electron repulsion and

the kinetic energies of electrons produce many interesting phases like spin density wave

(SDW), dimer or the bond order wave phase and charge density wave (CDW) phase in one

dimensional systems [187–189]. Although, these quantum many body effects in the system

are crucial for exotic phases, dealing with these systems is a challenging job because of the

large degrees of freedom. The degrees of freedom increases as 2N or 4N for a spin-1/2 system

or a fermionic system respectively.

In most of the cases, the exact solutions for these systems with a large degrees of freedom

are almost impossible. Therefore, during the last three decades many numerical techniques

have been developed e.g., Quantum Monte Carlo (QMC) [78], Density Functional Theory

(DFT) [190], Renormalization group (RG) [191] and density matrix renormalization group

(DMRG) method [76, 77]. The DMRG is a state of the art numerical technique for 1D sys-

tems with open boundary condition (OBC). However, the numerical effort to maintain the
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accuracy for PBC systems becomes exponential [192, 193]. It is well known that periodic

boundary condition (PBC) is essential to get rid of boundary effect of a finite open chain and

also to preserve the inversion symmetry in the systems [194].

The DMRG technique is based on the systematic truncation of irrelevant degrees of free-

dom and has been reviewed extensively in the Ref. [192, 193]. In 1D system with OBC, the

number of relevant degrees of freedom is small [192, 193]. Let us consider that for a given ac-

curacy of the OBC system, mobc number of eigenvector state of the density matrix is required,

then the conventional DMRG for the PBC system requires O(m2
obc) [195]. In the conventional

DMRG, computational effort for the OBC systems with sparse matrices goes as O(m3
obc),

whereas, it goes as O(m6
obc) for the PBC system [196]. The accuracy of energies for the PBC

systems calculated from the conventional DMRG decreases significantly, and there is a long

bond in the system which connects both the ends.

The accuracy of operators decreases with the number of renormalization, especially the

raising/creation S+/a+ and lowering/annihilation S−/a− operator of spin/fermionic sys-

tems. The conventional DMRG is solved in Sz basis, therefore the exact Sz operator remain

diagonal and multiple times renormalization deteriorate the accuracy slowly, but S+/a+

and S−/a− are off diagonal in this exact basis, therefore, the multiple time renormalization

of these operators decrease the accuracy of the operators. Similar type of accuracy problem

occurs for multiple time renormalized a+ and a− in the fermionic systems. In fact, it has

been noted that accuracy of energy of a system with PBC significantly increases if the su-

perblock is constructed with very few times renormalized operators [189]. To avoid multiple

renormalization new sites are added at both the ends of the chain in such a way that only

second time renormalized operators are used to construct the superblock. In this algorithm

there is a connectivity between the old-old sites and their operators are renormalized; and

this connectivity spoils the sparsity of the superblock Hamiltonian [189].

In this chapter1 a new DMRG algorithm is proposed, which can be implemented upon

the existing conventional DMRG code in a few hours and gives accurate results which are

comparable to that of MPS algorithm. In fact this algorithm can be implemented for two

1 The work reported here is based on the paper “An Efficient Density Matrix Renormalization Group Algorithm
for Chains with Periodic Boundary Condition”, Dayasindhu Dey, Debasmita Maiti and Manoranjan Kumar,
Papers in Physics 8, 080006 (2016).
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legged ladders without much effort [197]. We have studied the spectrum of density matrix

of the system block, ground state energy and correlation functions of a Heisenberg anti-

ferromagnetic Hamiltonian for spin-1/2 and spin-1 on a 1D chain with PBC.

This chapter is divided into five sections. The model Hamiltonian is discussed in Sec. 3.2.

The new algorithm and the comparative studies of algorithm are done in Sec. 3.3. The ac-

curacy of various quantities is studied in the Sec. 3.4. In Sec. 3.5 results and algorithm are

discussed.

3.2 model hamiltonian

Let us consider a strongly correlated electronic system where Coulomb repulsion is domi-

nant, therefore the charge degree of freedom gets localized, for example, Hubbard model in

large U limit in a half filled band. In this limit the system becomes insulating, but the elec-

trons can still exchange their spin. The Heisenberg model is one of the most celebrated model

in this limit, and only the spin degrees of freedom are active in the model. The Heisenberg

model Hamiltonian can be written as

H = ∑
〈ij〉

JijSi · Sj (3.1)

where, Jij is the anti-ferromagnetic exchange interaction between nearest neighbor spin. In

the rest of the chapter Jij is set to be 1.

3.3 comparison of algorithms

A ground state wavefunction calculated from the conventional DMRG can be represented

in terms of the matrix product state (MPS) as shown by Ostlund and Rommer [198]. The

wavefunction can be written as

|ψ〉 = ∑
n1,n2,...,nL

tr(A1
n1

A2
n2

. . . AL
nL
)|n1, n2, . . . , nL〉, (3.2)
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where, Ak
nk

are a set of matrices of dimension m×m for site k and with nk degrees of freedom.

The wave function |ψ〉 can be accurately found if m is sufficiently large. The expectation value

of an operator Ok in the gs [196, 199] can be written as

〈Ok〉 = tr

 ∑
nk ,n′k

〈nk|Ok|n
′
k〉Ak

nk
⊗ Ak

n′k

 , (3.3)

where nk is the local degrees of freedom of site k. The matrix A can be evaluated by using

the following equations

Hk|ψk〉 = λNk|ψk〉, (3.4)

Nk = Ek+1
1 Ek

1 . . . EL
1 E1

1 . . . Ek−1
1 , (3.5)

where

Ek
1 = ∑

nk ,n′k

〈nk|1|n
′
k〉Ak

nk
⊗ Ak

n′k
. (3.6)

Here Hk is the effective Hamiltonian of kth site and λ is the expectation value of energy.

The A matrices are evaluated at this point and the matrices are rearranged to keep the

algorithm stable. The Hk and N can be calculated recursively while evaluating A of one

site at a time [196]. Here, N matrices are ill conditioned and require storing approximately

L2 matrices as well as multiplication of L2 matrices of m × m size [196] at each step. The

evaluation of A and N are done for all the sites and backward and forward sweep for all

the sites are executed similar to the finite system DMRG. The mathematical operations of

matrices of dimension m2 × m2 to represent the Hamiltonian cost ∼ (o)m6, but the special

form of these matrices reduces the cost by a factor of m. Therefore, this algorithm scales as

∼ (o)m5 [196].

The above algorithm is extended by Verstraete et. al., for translational invariant systems [200].

Only two types of matrices A1 and A2 are considered [200]. Product of the two matrices can

be repeated to compute N. In this algorithm only two matrices A1 and A2 are updated and
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optimized to get the gs properties. This algorithm scales as (o)m3, although it does not work

for finite system, or systems with impurity etc. Pippan et. al. introduced another MPS based

efficient algorithm for translational invariant PBC systems [196]. In the old version of MPS

most of the computation cost goes in constructing the product of m2×m2 matrices E defined

in the Eq. (3.6). The new MPS algorithm overcomes this problem by performing a SVD of

the product of sufficiently large (l � 1) number of m2 ×m2 transfer matrices[196, 201]. The

singular values, in general, decay very fast; therefore, only p (� m2) among m2 singular

values are significant [201]. Thus the computational cost now is reduced to (o) p×m3 [196].

However one requires p ∼ m to reach adequate numerical accuracy of physical measures as

pointed out in the Ref. [201].

Although, the above technique is efficient and accurate, there are various reason for de-

veloping the new algorithm. First, the modified MPS works efficiently for system where the

singular values of product of matrices decay exponentially and this algorithm scales as (o)

pm3 where p can vary linearly with m. Second, the implementation of the MPS based numeri-

cal technique is quite different from the conventional DMRG, and the MPS algorithm should

be written from scratch. Third, many conventional numerical techniques like dynamical cor-

rection vector [202] or continued fraction [203], implementation of symmetries like parity or

inversion symmetries is difficult. In this chapter we will explain a new algorithm which is

very similar to the conventional DMRG technique, and also show that the new algorithm

can give accuracy comparable to that of MPS based techniques. This algorithm is applied for

S = 1/2 and S = 1 chains with PBC. But first, let us try to understand the algorithm before

discussing the results.

In this algorithm, we will try to avoid the multiple renormalization of operators, whereas

the other parts of the algorithm remain the same as the conventional DMRG. Before going

to the new algorithm let us recap the conventional DMRG.

1. Start with a superblock of four sites consisting of one site for both the left and the right

block and two new sites.

2. Get desired eigenvalues and eigenvectors of the superblock and construct the density

matrix ρ of system which consists of the left or the right block and a new site.
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3. Now construct an effective ρ′ with m number of eigenvectors of ρ corresponding to

m largest eigenvalues. The effective system Hamiltonian and all operators in the trun-

cated basis are constructed using the following equations,

H̃ = ρ′†Hρ′; Õ = ρ′†Oρ′ (3.7)

4. Superblock is constructed using the effective Hamiltonian and operators of the system

block and two new sites.

5. Repeat all the steps from 2 till the desired system size is reached. The full process is

called infinite DMRG.

As mentioned earlier, the conventional algorithm is excellent for 1D open chain as su-

perblock is constructed with only one time renormalized operators. However, for PBC system

one needs a long bond; therefore, at least two operators of superblocks are renormalized mul-

tiple times. In the new algorithm the multiple time renormalization of operator is avoided

and the algorithm goes as

1. Start with a superblock with four blocks consisting of a left and a right block and two

new site blocks. The blocks are shown in Fig. 3.1 as filled circles and may have more

than one site. Here we have considered only one site in each block. New blocks may

also have more than one site and are shown as open circles. In this chapter new blocks

have one site in a chain or two for a ladder like structure with PBC [194].

2. Get the eigenvalues and eigenvectors of the superblock and construct the density ma-

trix ρ of the system which consists of the left or the right block and two new blocks.

The left system block is shown inside the box in Fig. 3.1a.

3. Now construct an effective ρ′ with m number of eigenvectors of ρ corresponding to

m largest eigenvalues of the density matrix. The effective system Hamiltonian and

operators in the truncated basis are calculated using Eq. (3.7).

4. The superblock is constructed using the effective Hamiltonian and operators of system

blocks and two new sites.
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(a)  (b) 

(c) 

Figure 3.1: Pictorial representation of the new DMRG algorithm with only one site in the new block.
(a) One start with two blocks left and right represented by filled circles and two new sites
blocks represented as open circles. The dotted box represents the system block for the next
step. (b) Superblock of the next DMRG step is shown. (c) The Final step of infinite DMRG
of N = 4N system size is shown with 2N − 1 number of sites in each of the left and the
right blocks and two new sites.

5. Now go to step 2 and the processes 2 - 5 are repeated till the desired system size is

reached.

We notice that the superblock Hamiltonian is constructed using the effective Hamilto-

nian of blocks and operator which are renormalized once. Therefore, the massive truncation

because of long bond is avoided in this algorithm. Bonds in the superblock are only be-

tween new-new sites or new-old sites. For construction of Hamiltonian matrix of old-new

site bond, new site operator is highly sparse; however old sites renormalized operators are

highly dense. The old-old sites interaction in the conventional algorithm generates a large

number of non-zero matrix elements in the superblock Hamiltonian matrix and the diago-

nalization of dense matrix goes as m4. But, in the new algorithm, old-new sites interaction

in the superblock generates only a sparse Hamiltonian matrix, and its digonalization scales

as m3.
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Figure 3.2: Truncation error T of the density matrix for spin-1/2 chain (main). The inset shows the
truncation error for the S = 1 chain. For S = 1/2 the truncation error follows power law
decay whereas it follows exponential decay for S = 1 system.

3.4 results

We consider spin-1/2 and spin-1 chains with PBC of length up to N = 500 to check the

accuracy of results for the Heisenberg Hamiltonian. In this part we study the truncation error

of density matrix T, error in relative ground state energy ∆E
|E0| and dependence of correlation

function C(r) on m. The correlation function C(r) is defined as

C(r) = S0 · Sr, (3.8)

where S0 corresponds to the reference spin and Sr is the spin at a distance r from the

reference spin. The relative ground state energy can be defined as ∆E/|E0|, where ∆E =

E(m)− E0 with E0 be the most accurate value for S = 1 chain [196] and E0 = E(m = 1200)

for S = 1/2 chain.

As discussed earlier, the DMRG is based on the systematic truncation of the irrelevant

degrees of freedom and the eigenvalues of the density matrix represents the importance of
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Figure 3.3: Energy accuracy ∆E/|E0| for spin half chain with PBC (main) which shows a power law
behavior with m. The inset shows the energy accuracy for spin one chain with PBC which
shows exponential behavior with m.

the respective states. In the DMRG only selected states corresponding to highest eigenvalues

are kept and rest of other states are thrown. We define truncation error T as

T = 1−
m

∑
i=1

λi (3.9)

where λi are eigenvalues of density matrix of the system block arranged in descending order.

In the main Fig. 3.2, T is shown as function of m for S = 1/2 and the inset shows the same

for S = 1 system with N=102 and 502. We notice that m ∼ 350 for S = 1/2 and m ∼ 300 for

S = 1 are sufficient to achieve T = 10−9. In the main Fig. 3.2 T vs m in log-log plot show a

linear behavior i.e., T for both system size of N = 102 and 502 for S = 1/2 follows a power

law T ∝ mα
i with α = 4.0 and 3.4 respectively. The m dependence of T for S = 1 ring is

shown in the inset of Fig. 3.2. The truncation error T in this case decays exponentially i.e.,

T ∝ exp(−βmi) with β = 0.03 for both N = 102 and 502.

The relative error in energies ∆E/|E0| for S = 1/2 and 1 with N = 102 spins are shown

in Fig. 3.3 main and inset respectively. The exact energies of spin-1 system is E0/N ∼
1.4014840386 and this value is obtained by using conventional DMRG with m = 2000 and
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achieve sufficient numerical accuracy. The curve behaves almost linearly with the logarithmic

correction: |C(N/2)| = 2AN−1 ln1/2(N/2r0) with A = 0.323 and r0 = 0.08.

3.5 summary

The DMRG is a state of the art numerical technique for solving the 1D quantum many body

systems with open boundary condition. However, the accuracy of the 1D PBC system is

rather poor. The MPS approach gives very accurate results but the computational cost goes

as (o) m5 [200]. Later this algorithm was modified and the computational cost of the modified

algorithm goes as (o) p× m3 where p in general varies linearly with m [201] but p can go

as m2 in case of long range order in the system. The computational cost of the algorithm

presented in this chapter scales as (O) m3 because of the sparse superblock Hamiltonian and

is very similar to the conventional DMRG. To achieve this goal we avoid the multiple times

renormalization of the operators which are used to construct the superblock. This algorithm

can readily be used to solve general 1D and quasi-1D systems e.g., J1–J2 model, two legged

ladder. The new algorithm can be implemented with ease using the conventional DMRG

code.

Our calculation suggests that most of quantities e.g., ground state energies, energy gaps

and correlation function can accurately be calculated by keeping m ∼ 400. The superfluity

stiffness [205] and dynamical structure factors using the correction vector technique [202]

or continued fraction method [203], can be calculated with this algorithm. The symmetries

e.g., spin parity, electron-hole, inversion can easily be implemented in this algorithm [202].

This algorithm is used by us in calculating accurate static structure factors and correlation

function for J1 − J2 model for a spin-1/2 ring geometry [194].
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4
F R U S T R AT E D S P I N - 1 / 2 L A D D E R W I T H F E R R O - A N D

A N T I F E R R O M A G N E T I C L E G S

4.1 introduction

The theoretical studies of magnetic spin-1/2 ladder systems have been an active area of

research because of the existence of interesting phases like dimer [206], spiral phase [102],

different ordered phases [207], magnetization plateau [208] etc. The spin-1/2 ladder model

systems show a rich quantum phase diagrams in various interaction coupling limit. The

Heisenberg antiferromagnetic (HAF) spin-1/2 normal ladder is realized in SrCu2O3 [42],

(VO)2P2O7 etc. [45, 209], whereas zigzag ladder, which is considered as the chain with

nearest and next nearest neighbor interactions, has been realized in (N2H5)CuCl3 [210],

LiCuSbO4 [39], LiSbVO4 [38], Li2CuZrO4 [41] etc. The AF normal ladder system is a spin

liquid with a spin gap and short range spin correlation. It was conjectured that the spin

gap decreases smoothly as rung exchange interaction decreases [124, 206, 211] and reduces

to zero only when rung interaction strength approaches to zero. The rung interaction in-

duces the singlet dimer formation between the two nearest spin-1/2 on different legs [45,

211]. Ladders with ferromagnetic legs/rungs and antiferromagnetic rungs/legs are also well

studied and show interesting phases [46, 47, 132, 212–214]. However, the AF zigzag ladder is

completely different from normal ladder. The zigzag ladder in the weak rung coupling limit

J1/J2 < 0.44 behaves like two independent HAF spin-1/2 chains [102, 103, 215], and shows

gapped spiral phase for 0.44 < J1/J2 < 2. It is gapped system with dimer configuration for

2 < J1/J2 < 4.148 [100, 102, 103, 215, 216].
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In this chapter1 we consider spin ladders which have ferromagnetic (F) spin exchange

interactions along one of the legs, and antiferromagnetic (AF) interactions on the other leg;

and spins on these two legs are interacting through AF interaction. The focus of this chapter

is to study some universal theoretical aspects such as the existence of exotic phases in the

ground state (GS) and low-lying excitations in this system. We show that the ferromagnetic-

antiferromagnetic (F-AF) ladders pose quasi-long range behavior in incommensurate regime,

and frustration can be induced even for very small rung coupling limit.

These two legged ladders can represent the interface of the two layered magnetic spin-1/2

system consisting of an antiferromagnetic and a ferromagnetic layer where the two layers

interact with direct or indirect antiferromagnetic exchange. Similar interfaces are studied by

Suhl et al. [217] and Hong et al. [218]. We further simplify the model by considering only a

inter-facial line of spins in the interface of both the layers. We consider two possibilities of

arrangement of inter-facial spins; first, when spins are directly facing each-other as in normal

ladder (NL), and second, where spins on one leg is shifted by half of the lattice unit forming

a zigzag ladder (ZL). The spin arrangements of NL and ZL are shown in the Fig. 5.1(a) and

(b). These systems are interesting because both the ladders are frustrated irrespective to the

nature of rung interactions.

These spin-1/2 NL or ZL can also give some preliminary information about the phases

at the interface of bilayer F-AF magnetic thin films. The inter-facial properties of the F-AF

thin film materials [219, 220] remain a subject of active research till date. At low tempera-

ture (below Néel temperature and Curie temperature), the spins on both the layers remain

ordered. This leads to an exchange bias at the interface. Many theoretical models based on

microstructure have been proposed to explain the exchange bias field phenomenon [219–

223] at the interface of these F-AF layers, e.g., discrete micromagnetics models [224–231],

continuum micromagnetics models [232–234], and many others [217, 235, 236]. Suhl [217]

considered only the interfacial spins similar to our model and pointed out, the spins at the

antiferromagnetic side of the interface is in the mean field of the ferromagnetic spins. This

1 The work reported here is based on the paper “Frustrated spin-1/2 ladder with ferro- and antiferromagnetic
legs”, Debasmita Maiti, Dayasindhu Dey and Manoranjan Kumar, Journal of Magnetism and Magnetic Materials
446, 170 (2018).
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Figure 4.1: (a) and (b) show the normal and the zigzag arrangements of the interfaces. The arrows
show the spin arrangement and the question mark represents the frustrated spin.

happens because the Néel temperature is lower than the Curie temperature, and the spins

on the ferromagnetic side is more robust.

4.2 model hamiltonian and numerical method

H = Hrung + Hleg, (4.1)

where

Hleg =
N/2−1

∑
i=1

J2 S2i · S2i+2 + J3 S2i−1 · S2i+1,

HNL
rung = J1

N/2

∑
i=1

S2i−1 · S2i, (4.2)

HZL
rung = J1

N−1

∑
i=1

Si · Si+1.
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This chapter is divided into four sections. In Sec. 4.2, the model Hamiltonian is introduced

and the numerical methods are explained. The numerical results for both the ladders are

given in Sec. 4.3 and the effective model Hamiltonian is constructed in Sec. 4.4. All the

results are discussed and summarized in Sec. 4.5.

We consider a 2-leg ladder (either NL or ZL) of F and AF legs. We further consider the

half-filled insulating case where the electrons are completely localized, but spins can inter-

act with its nearest neighbors. Thus we can write an isotropic Heisenberg spin-1/2 model

Hamiltonian for the system shown in Figs. 4.1 (a) and (b) as



Here the rung Hamiltonian for the NL and ZL are written as HNL
rung and HZL

rung, respectively.

The nearest neighbor AF interaction J3 is along the upper leg, and nearest neighbor F inter-

action J2 is along the lower leg. J1

2 = −1 and J3 = 1, however, rung interaction (J1

−10. We have used

system sizes up to N = 200 to minimize the finite size effect.

4.3 numerical results

In this section, we analyze the GS of both the ZL and the NL for various rung interaction (α)

limits. Here we consider only the antiferromagnetic inter-chain interaction i.e., α > 0. In the

small α (� 1) limit, the NL and the ZL behave like decoupled chains. In this phase the F leg

remains in ferromagnetic state, whereas other leg possesses antiferromagnetic arrangement

of spins. However, in thermodynamic limit the decoupled phase exists only for α ∼ 0. On

further increase in α, the competition between the F and the AF interactions forces the F

leg to reduce its total magnetization. There is an incommensurate spin density wave (SDW)

phase for parameter space 0.07 < α < 1.14 in the NL and 0.04 < α < 1.06 for the ZL with

N = 200 spins. In thermodynamic limit, the lower limit of α value for SDW phase tends

to zero. In the large α limit of the NL, the two nearest neighbor spins from different legs
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is interaction along the rung of the systems as shown in

Fig. 4.1(a) and Fig. 4.1(b) for the NL and the ZL, respectively. The interactions along legs

are set toJ = α) is a variable quantity. To

understand the GS properties of these systems as a function of α, we solve the Hamiltonian

in Eq. (4.1) numerically.

We use the exact diagonalization (ED) method for small systems and Density matrix renor-

malization group (DMRG) method to handle the large degrees of freedom for large systems.

The DMRG is based on the systematic truncation of irrelevant degrees of freedom at ev-

ery step of growth of the chain [76, 164, 192]. We have used recently developed DMRG

method where four new sites are added at every DMRG steps [171]. We have also used the

recently developed DMRG for periodic boundary condition (PBC) when the system is under

PBC [237]. The eigenvectors corresponding to m largest eigenvalues of the density matrix of

the system in the GS of Hamiltonian in Eq. (4.1) are kept to construct the effective density

matrix. We have kept m up to 500 to keep the truncation error less than 10
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Figure 4.2: The ground state magnetization 〈M〉 with inter chain coupling interaction α for both the
NL and the ZL. The main figure plots 〈M〉 vs. α2; the straight line fits for α < 0.9 i.e.,
α2 < 0.8 reveals that 〈M〉 ∝ α2 in this regime. The inset shows the 〈M〉 - α curve.

form a singlet dimer. However, the ZL behaves like a single spin-1/2 chain of N spins where

each leg contains N/2 spins. To verify the above phases, total magnetization 〈M〉 in GS,

correlation functions C(r), and the spin densities ρr for both the systems are analyzed.

4.3.1 Magnetization

For small inter-chain antiferromagnetic coupling (α � 1), two legs of the ladder behave as

decoupled chains, and the system has its ground state magnetization 〈M〉 = ∑N
i=1 Sz

i
N = 1

4 . All

of the magnetization contribution comes from the F leg. The magnetization 〈M〉 decreases

continuously with α, and 〈M〉 goes finally to zero for large α. The 〈M〉 as a function of α2

is shown in Fig. 4.2 (main) for three system sizes N = 120, 160, and 200 of both the NL and

the ZL systems, and the inset show the 〈M〉 – α curve. We notice there are step like behavior

in 〈M〉 − α plot in finite system, but width of steps decreases with system size N. However,

〈M〉 − α curve should be continuous in the thermodynamic limit. We notice that the NL

shows slower change in 〈M〉 − α as compared to the ZL.
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The transition from incommensurate SDW phase to spin fluid phase at α = αc = 1.06 is

relatively faster in the ZL compared to the transition from incommensurate SDW to dimer

phase at α = αc = 1.14 in the NL, and the 〈M〉 vanishes at the transition point α = αc.

In fact our analytical perturbation calculation for the NL in Sec. 5.4 also suggests that the

contribution from interaction along the legs are zero at large α limit. In this limit the NL

system of N spins behaves as a collection of N
2 number of independent singlet dimers. The

continuous variation in the ZL near the transition point can be attributed to delocalized

nature of the system. In this limit J1 dominates, and this system behaves like a HAF spin-1/2

chain with weak and alternate AF and F next nearest neighbor interaction. The ferromagnetic

interaction J2 stabilize the AF arrangement of spins, whereas AF interaction J3 frustrates the

system.

To understand the spin arrangement and correlation between the spins, spin correlations

and spin densities are studied.

4.3.2 Spin-spin correlations

Longitudinal spin-spin correlations are defined as

C(r) = 〈Sz
i Sz

i+r〉 (4.3)

where Sz
i and Sz

i+r are the z-component of spin operators at reference site i and at a distance

r from the reference site i, respectively. Our reference site is at the AF leg in this subsection.

We have also defined spin density fluctuation as

CF(r) = 〈Sz
i Sz

i+r〉 − 〈Sz
i 〉〈Sz

i+r〉. (4.4)

We find three types of correlations for both the ladder systems in different parameter

regimes as shown in Fig. 4.3. Black circles represent correlations with spins located on AF

leg, whereas squares represent the correlations with the spins on F leg. C(r) for three dif-

ferent phases are shown in Figs. 4.3(a)–(c) for the NL and Figs. 4.3(d)–(f) for the ZL with

N=200. For α = 0.05, the spins on different legs are uncorrelated, and the spins on the AF
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Figure 4.3: The longitudinal spin-spin correlations C(r) are plotted for N=200 considering the refer-
ence spin on the AF leg. Here circles represent C(r) with the spins of the AF leg whereas
squares represent C(r) with the spins of the F leg. Different values of α are chosen to show
the (a) decoupled phase, (b) incommensurate SDW phase, (c) dimer phase for α = 0.05,
0.45, 1.15 respectively in the NL, and (d) decoupled phase, (e) incommensurate SDW
phase, (f) spin-fluid phase for α = 0.01, 0.25, 1.06 respectively in the ZL.

47



leg show quasi-long-range order, as shown in Fig. 4.3(a). The similar behavior is found in the

ZL for α = 0.01 as shown in Fig. 4.3(d). The incommensurate phase in the NL is observed

for 0.07 < α < 1.14 and in the ZL for 0.04 < α < 1.06. We choose α = 0.45 for the NL and

α = 0.25 for the ZL to make sure that we have same Sz value in both types of ladder. At

large distance r, the value of C(r) for both the NL and the ZL is finite as shown in Fig. 4.3(b)

for NL and Fig. 4.3(e) for ZL. However, CF(r) decays algebraically for the AF and the F leg

separately where we consider the reference spin on the AF and the F leg, respectively.

At large α limit (α ≥ 1.16), the behavior of the two ladders become completely different.

In NL the C(r) have non-zero value only up to r = 1, as shown in Fig. 4.3(c). In the large

α (≥ 1.06) limit the ZL behaves like a single antiferromagnetic Heisenberg chain and the C(r)

decays following a power law (∝ r−γ) where spins from AF and F leg situated alternatively

with distance r. The C(r) in this regime is shown in Fig. 4.3(f) for α = 1.06.

The incommensurate SDW phases for the NL and the ZL are similar to that in the HAF

spin-1/2 chain in a magnetic field; therefore, C(r) in the F and the AF legs are analyzed

separately for both the NL and the ZL. CF(r) for the F leg in both the systems are vanishingly

small. To understand it better, we plot CF(r) for the AF leg in Figs. 4.4(a) and (b) for the NL

and the ZL, respectively, for same α (= 0.2) and N = 200. We find that CF(r) in AF leg for

both the systems follow the relation

CF(r) ∝ (−1)r r−γ sin
(

π(r + c)
β

)
(4.5)

Here β is proportional to wavelength of the SDW, γ represents the power law coefficient,

and πc
β is a phase shift. In Fig. 4.4(a) and Fig. 4.4(b) solid lines are the fitted curves where

the symbols indicate numerically calculated values of CF(r). β depends on the value of α. In

the main Fig. 4.4(a), CF(r) for α = 0.2 for the NL is shown, and the values are fitted using

Eq. (4.5) with the values β = 25 and γ = 1.5. Fig. 4.4(b) shows the same for the ZL and the

fitted parameter values are β = 17 and γ = 1.25. The insets of Fig. 4.4(a) and Fig. 4.4(b) are

the zoomed CF(r) and these show that Eq. (4.5) fits very well even for large distances. The

variation of β with α is discussed in the subsections 4.3.3 and 4.3.4. The CF(r) on the F leg

have values of order of 10−5 − 10−6; therefore, it is difficult to exactly fit the CF(r) values on

the F leg.
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Figure 4.4: Spin density fluctuations CF(r) for the spins on the AF leg for (a) NL and (b) ZL. The
reference spin is on the AF leg. The points are the ground state CF(r) calculated using
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49



0 20 40 60 80 100

i

-0.15

-0.10

-0.05

0.00

0.05

0.10

ρ
i

0 20 40 60 80 100

i

0.40

0.44

0.48

0.52

ρ
i

0 20 40 60 80 100

i

-0.15

-0.10

-0.05

0.00

0.05

0.10

ρ
i

0 20 40 60 80 100

i

0.40

0.44

0.48

0.52

ρ
i

NL, AF

S
z
 = 49

S
z
 = 46

S
z
 = 41

NL, F

(a) (b)

ZL, AF

S
z
 = 49

S
z
 = 46

(c)

S
z
 = 49

S
z
 = 41

S
z
 = 46

S
z
 = 41

ZL, F

(d)
S

z
 = 49

S
z
 = 46

S
z
 = 41

Figure 4.5: Spin densities for alternate sites on the AF leg and the F leg of the NL and the ZL for
Sz = 49, 46 and 41. (a) and (c) depict the spin densities on AF leg and F leg of NL for
α = 0.1, 0.45, 0.75 respectively; (b) and (d) show the spin densities on the AF leg and F leg
for ZL for α = 0.1, 0.25, 0.45 respectively.

4.3.3 Spin density

The distribution of the spin density on different legs is important, especially in the higher

magnetic states. The spin densities on the odd (even) sites correspond to the spin densities

on the AF (F) leg. In Figs. 4.5(a) and (b), the spin densities of alternate sites in the AF leg

are shown for the NL and the ZL respectively. For small α, three Sz sectors are considered

at different α. The incommensurate spin density (ρi) for Sz = 49, 46, and 41 for α = 0.1, 0.45,

and 0.75 in the AF leg of the NL are shown in Fig. 4.5(a). ρi for same values of Sz for

α = 0.1, 0.25, and 0.45 in the AF leg of the ZL system are shown in Fig. 4.5(b). In these systems

the incommensurate SDW phase shows the similar behavior for a given Sz except at the

boundary of the system. ρi in the F leg for both the NL and the ZL also show incommensurate

SDW as shown in Figs. 4.5(c) and (d), respectively. However, the incommensurate SDW is

more prominent in smaller Sz. The edge spin densities of the F leg in the NL is much smaller

than the ZL system. The spin density modulation in the F leg is very small for α → 0;

however, the amplitude of the modulations increase with α. For a given Sz incommensurate
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SDW in ZL has smaller amplitude than that in NL, but both have similar β. For large α < αc,

the periodicity of the AF and the F legs are the same. The total spin density, on each leg of

the system, ρT is shown as a function of α in Fig. 4.6. The circle and square of same color

represent ρT for the AF and the F leg, respectively, however black and red symbols represent

the NL and the ZL, respectively. The ρT value in the AF leg is zero in decoupled limit, and

it varies linearly with α with negative slope in both the systems for α < 0.9. However, for

α > 0.9, ρT increases rapidly, and goes to zero at the transition point (αc). In the F leg of both

systems, ρT decreases monotonically with α2 for α < 0.9; ρT decreases rapidly to zero near

the transition point αc = 1.14 (1.06) for the NL (the ZL).

If we ignore some points near the edges, the spin densities in Fig. 4.5 can be fitted with the

equation which is proportional to sin
(

π(r+c)
β

)
part in Eq. (4.5). For the same value of α, ρi

and CF(r) have same β for a particular system. The lowest density amplitudes at the edges is

due to the boundary effect. The AF leg has highest density at the edge and induces highest

fluctuation in the F leg. The incommensurate SDW has well defined pitch angle.
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(main figure) and in log-log scale (inset). The solid lines are the exponential fit (for NL)
and the power law fit (for ZL). The actual fitted formulae are given on the plot near the
curves.

4.3.4 Pitch angle

We notice that accurate calculation of the pitch angle (θ) from CF(r) becomes extremely

difficult because of power law nature of CF(r). However, θ can be directly calculated from

the spin density calculations. Now let us consider the length of the AF chain is l for which

the total angle change between ith and i + lth

1.41 for the

ZL.
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spin is 2π. The length l is the wavelength of

the incommensurate SDW. Therefore θ can be defined as 2π/l. The pitch angle θ in the AF

leg as a function of α is plotted in Fig. 4.7 for the NL with black circle and for the ZL with

red squares. The main figure shows the log-linear plot. The pitch angle for the NL follows

exponential decay as shown in the main Fig. 4.7. The line represents the fitted curve with

0.019 exp(3.07α). The convention of symbols in the inset is the same as in the main figure.

The inset of Fig. 4.7 shows the log-log plot of θ/π vs. α, which is fitted with 0.55 α



4.3.5 Large α limit

In the large α > 1.14 limit, the NL behaves as dimer of two nearest neighbor spins at different

leg of ladder. The C(r) for α = 1.15 is very short ranged and is non-zero only for nearest

neighbor spins as shown in Fig. 4.3(c). The GS energy is exactly equal to − 3
8 Nα. The AF 2-leg

ladder has a short range order and has finite lowest energy gap (spin gap) ∆ = −3J1

In this limit the ZL system behaves as a single chain of N spins with nearest neighbor

exchange interaction J1. It is well known that the GS of spin-1/2 HAF chain is a spin fluid

state and this phase can be characterized by the algebraic decay of spin-spin correlations and

the gapless energy excitation. The transition point from the incommensurate SDW phase to

the spin fluid in the ZL is at α ≈ 1.06.

4.4 effective hamiltonian for nl

In large inter-chain coupling limit the NL shows dimer phase as already mentioned in Sec-

tion 4.3.5. To understand the dimer phase we treat the NL analytically in this section. Our

aim is to find an effective Hamiltonian for the NL in the strong coupling limit i.e., for α >> 1.

There is a very sharp critical α for NL and the system has singlet GS for α > αc.

In the strong rung coupling limit the system can be approximated as a collection of N/2

rungs. The Hamiltonian then becomes HNL
rung (see Eq. (4.2)). The GS of this Hamiltonian is

2N/2 fold degenerate. Each of N/2 rungs can be either in the state |S0〉 or |T1〉 with energies

E(S0) = −3J1/4 and E(T1) = J1/4. Hleg lifts the degeneracy and leads to an effective Hamil-

tonian that can be derived by standard many-body perturbation theory [238]. Following the

same procedure mentioned in [239], we can write the spin operators in terms of the pseudo-
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/4 in

the perfect dimer limit. This energy is equivalent to breaking a singlet bond. The short range

correlation in NL and gaped excitation are explained in the analytical Sec. 4.4.





ture both NL and ZL are frustrated in nature. Our calculation suggests that both NL and ZL

show incommensurate SDW phase for 0 < α < αc in the thermodynamic limit.

We show that the ZL exhibits some similarities with the NL in the low α limit, but have

remarkable differences in the large α limit. In small and intermediate α limit both ladders

exhibit incommensurate SDWs. In large α limit the ZL behaves like single HAF chain and the

NL shows an exact dimer phase. The pitch angle in the incommensurate SDW phase of the

ZL show algebraic variation, whereas it changes exponentially in the NL. The spin density

fluctuation CF(r) follows the power law in both legs for both type of ladders as shown in

Fig. 4.4; this behavior is similar as partially magnetized HAF chain. Most of HAF ladder [45,

211] or frustrated ladder [123, 215, 216] shows exponential behavior of correlation function

in the spiral phase. The critical value αc for incommensurate SDW to singlet dimer transition

in NL is almost independent of system size, and can be explained by analytical calculation

of perturbation theory of this system. The finite size effect on αc in ZL is also weak.

For α < 0.9 in both the ladders 〈M〉 ∝ α2 as shown in Fig. 4.2. 〈M〉 decreases rapidly to

zero for α > 0.9. Interestingly for both the ladders in α < 0.9 regime, the total spin density

on the F leg ρF
T ∝ α2 whereas on the AF leg ρF

T ∝ α for α < 0.9 as shown in Fig. 4.6. The spin

density ρAF
T at AF-leg of both the systems is always negative, and ρAF

T for the ZL have higher

magnitude than the NL contrary to the ρF
T.

In the mean field limit this model can be approximated as a partially magnetized HAF

chain, at least in small coupling limit. Here the F-leg act as a uniform external magnetic

field on the AF-leg. Using the Heisenberg Hamiltonian with anisotropy constant, Suhl and

Schuller explained the effective bias field Heff ∝ J2
c in Eq. (12) of [217], where Jc is the

exchange interaction strength between two layers. However as shown in Fig. 4.2, 〈M〉 ∝ α2

in both the systems for α < 0.9. Assuming the magnetization in these systems is proportional

to field (h), we obtain h ∝ α2. T. M. Hong suggested in [218] that in low temperature limit

h ∝ Jc. Our calculation agrees very well with the calculations in [217]

In a recently published paper by Sekiguchi and Hida [240], a spin ladder model similar

to our NL system has been considered. They have shown the J2, J3 dependencies of αc

using nonlinear σ model and perturbation theory. Their ED calculations show that their is a
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phase transition from Lieb-Mattis ferrimagnetic to partial ferrimagnetic phase. However, our

extended system calculation shows the absence of the Lieb-Mattis ferrimagnet.

In conclusion, we consider F-AF two-legged spin-1/2 ladders with antiferromagnetic rungs.

In the finite α < 1.0 regime we notice the incommensurate SDW phase in both the ladders.

We also notice that the NL behaves like a collection of independent dimers for α > 1.14,

whereas the ZL behaves like a single spin-1/2 chain for α > 1.06. The magnetization on the

F leg varies as J2
1 , whereas it varies linearly with J1 on AF leg.
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A P P E N D I X

4.a critical rung interaction

According to the numerical analysis we find a sharp transition from the SG > 0 to SG

z = 0 sector are 1
4 (−2J1 + J2 + J3), 1

4 (2J1 + J2 + J3), − 1
4

(
J2 + J3 + 2

√
(J2 − J3)2 + J2

1

)
,

− 1
4

(
J2 + J3 − 2

√
(J2 − J3)2 + J2

1

)
, − 1

4

(
2J1 + J2 + J3 + 2

√
(−J1 + J2 + J3)2 + 3J2

1

)
, and

− 1
4

(
2J1 + J2 + J3 − 2

√
(−J1 + J2 + J3)2 + 3J2

1

)
. On the other side, the eigenvalues in the Sz =

1 sector are 1
4 (−2J1 + J2 + J3), 1

4 (2J1 + J2 + J3), − 1
4

(
J2 + J3 + 2

√
(J2 − J3)2 + J2

1

)
,

− 1
4

(
J2 + J3 − 2

√
(J2 − J3)2 + J2

1

)
. The interactions are set to J2 = −1 and J3 = 1, and J1 = α

is a variable. This leads to the lowest two eigenvalues: E0(Sz = 0) = − 3
2 α and E0(Sz = 1) =

− 1
2

√
4 + α2. As we consider the α > 0 case only, the critical value αc =

1√
2

for this toy model.
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= 0 at

some critical value of α for both the ladders. This critical value is independent of the system

size. Let us consider a toy model of four spins as shown in Fig. 4.1(a). The eigenvalues

inthe S



5
Q U A N T U M P H A S E D I A G R A M O F A F R U S T R AT E D S P I N - 1 / 2

S Y S T E M O N A T R E L L I S L A D D E R

5.1 introduction

In the last couple of decades frustrated low dimensional quantum magnets have been inten-

sively explored in search of various exotic phases like spin fluid with quasi-long-range order

(QLRO) [97, 98, 102, 103, 123, 216], spin dimer with short-range order (SRO) [98, 99, 123, 206,

241], vector chiral [242, 243], multipolar phases [242–245] etc. These phases arise in pres-

ence of some specific types of spin exchange interactions which may enhance the quantum

fluctuations in low-dimensional frustrated systems like one dimensional (1D) spin chains re-

alized in materials, LiCuVO4 [38], Li2CuZrO4 [41], Li2CuSbO4 [39], (N2H5)CuCl3 [210] etc.,

and quasi-1D spin ladders manifested in form of SrCu2O3 [42], (VO)2P2O7 [45, 209] etc. Frus-

trated twisted ladders are also realized in materials like Ba3Cu3In4O12 and Ba3Cu3Sc4O12

[46, 213, 246, 247]. Majority of the 1D frustrated magnetic systems mentioned above are

modelled by simple J1-J2 chain [97, 99, 102, 103, 123, 216]. This model can explain the gap-

less spin fluid [97, 216], gapped dimer [99, 123], gapped non-collinear [102, 103, 123, 216]

and decoupled phases [170].

In fact many of these 1D systems like LiCuVO4 [38], Li2CuZrO4 [41] show three dimen-

sional ordering at low temperature; therefore, interchain couplings are considered to under-

stand the interesting physics below the three dimensional ordering temperature. However,

there are materials with effective spin interactions confined to quasi-1D ladder like structure

e.g., SrCu2O3 [42], (VO)2P2O7 [45, 209], CaV2O5, MgV2O5 [58, 59] etc. These systems have
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Figure 5.1: Two coupled zigzag ladders form trellis ladder. The extended lines show the extension of
trellis ladder to a 2D trellis lattice structure. The arrows represent arrangement of spins
and question marks represent frustrated spins. The reference site is labeled by ’0’ and
the distances of other sites along same ladder are shown in bold numbers, and normal
numbers represent the distances on other ladder. l represents the zigzag ladder indices.

antiferromagnetic (AFM) spin exchange interactions along both legs and rungs, and there is

also a weak interaction between two adjacent ladders. The ground state (gs) of these systems

is a gapped SRO phase [206].

The 1D J1− J2 system, in large J2 limit, is called zigzag ladder [216], where two chains are

coupled through zigzag bonds, for example LiCuVO4 [38]. The isolated ladders like zigzag

and normal ladders have been extensively studied [123, 132, 206, 212]; however, the effect

of interladder coupling on these ladders is rarely studied. Networks of the coupled zigzag

ladders can form a trellis lattice like structure as shown in Fig. 5.1. The trellis lattice is

composed of a number of zigzag ladders coupled through normal rung bonds; alternatively,

we can assume coupled normal ladders interacting through zigzag like bond interactions. In

this lattice spin exchange interaction strengths J2 and J3 are along leg and rung of a normal

ladder, respectively, and J1 is zigzag bond interaction strength between two ladders as shown

in Fig. 5.1.

In this chapter 1 we consider only two coupled zigzag ladders and call it trellis ladder

because of its geometry. We also impose periodic boundary condition along the width to

mimic the trellis lattice. In various interaction limits, two coupled zigzag ladders can behave

like a two-leg honeycomb ladder as considered in ref. [135], where both J1 and J2 are AFM,

but J3 can be either ferromagnetic (FM) or AFM. This system shows two types of Haldane

1 The work reported here is based on the papers “Melting of ferromagnetic order on a trellis ladder”, Debasmita
Maiti and Manoranjan Kumar, Journal of Magnetism and Magnetic Materials 486, 165266 (2019) and “Quantum
phase diagram of a frustrated spin-1/2 system on a Trellis Ladder”, Debasmita Maiti and Manoranjan Kumar,
arXiv:1907.04709 [cond-mat.str-el].
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Figure 5.2: The spin arrangement in collinear striped short range ordered phase.

phase for the FM J3, columnar dimer and rung singlet phases in presence of the AFM J3.

Normand et al. have considered a similar coupled ladders with all three AFM J1, J2 and

J3 interactions. For large J2/J1 they have noticed dimerized gs, whereas non-collinear (NC)

long-range order (LRO) for large J3 (J′2). They have found Néel LRO phase in the small

J2 < 0.4 limit [155]. Zinke et al. have shown the effect of interchain coupling on NC gs of

J1 − J2 model [137], in a two dimensional geometry. The effect of interladder coupling on

spin gap and magnon dispersion is calculated using perturbation theory by Miyahara et

al. [156]. They also try to model the magnetic susceptibility of SrCu2O3 and CaV2O5 using

quantum Monte Carlo and mean field type scaling methods [156]. However, the system with

FM J1, and AFM J2 and J3 has not been studied in the ladder system. In this chapter, we

consider a spin-1/2 trellis ladder structure, which is composed of two zigzag ladders with

FM J1 and AFM J2, and they are coupled by AFM J3 as shown in Fig. 5.1. Our main focus

of this chapter is to construct the quantum phase diagram (QPD) and also understand the

effect of rung interaction J3 on the various exotic phases of zigzag ladder [102]. We notice

that in small J2/|J1| limit, gs has collinear striped (CS) SRO on each zigzag ladder; however,

spins on one zigzag ladder are aligned antiferromagnetically with respect to the spins on

the other zigzag ladder. The NC spin order sets in for moderate value of J2. The presence of

QLRO in NC regime at small J3/J2 limit is a striking effect of the J3. In large J3 limit, rung

dimer is the dominant gs.
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This chapter is divided into four sections. In section 5.2 the model Hamiltonian and numer-

ical method are explained. The numerical results are given in section 5.3. Linear spin wave

analysis and experimental data fitting of CaV2O5 are given in section 5.4 and section 5.5,

respectively. All the results are discussed and summarized in Section 5.6.

5.2 model hamiltonian and numerical method

A four-legged spin-1/2 ladder made of two coupled zigzag ladders is considered as shown

in Fig. 5.1. The exchange interactions between spins along the legs and rungs are AFM in

nature. The diagonal exchange interactions J1 in a zigzag ladder are FM. We can write an

isotropic Heisenberg spin-1/2 model Hamiltonian for the trellis ladder system as

H = ∑
l=1,2

N/2

∑
i=1

J1 Sl,i · Sl,i+1 + J2 Sl,i · Sl,i+2

+J3 S1,i · S2,i + HSz
i , (5.1)

where l = 1, 2 are the zigzag ladder indices. Sl,i is the spin operator at site i on zigzag ladder

l. We consider J1 = −1, and J2 and J3 are variable AFM exchange interaction strengths. We

use periodic boundary condition along the rungs, whereas it is open along the legs of the

system.

We use density matrix renormalization group (DMRG) method to handle the large degrees

of freedom in our system. This method is a state of art numerical technique for 1D or quasi-

1D system, and it is based on the systematic truncation of irrelevant degrees of freedom [76,

164, 192]. We use recently developed DMRG method where four new sites are added at every

DMRG step [171]. This method while constructing superblock, avoids the old-old operator

multiplication which leads to the generation of large number of non-zero but small matrix

elements in superblock Hamiltonian. The number of eigenvectors m corresponding to the

largest eigenvalues of the density matrix, is kept for the renormalization of operators and

Hamiltonian of the system block. We have kept m up to 400 to restrict the truncation error

less than 10−10. We have used system sizes up to N = 300 to minimize the finite size effect.
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5.3 results

We first present an outline of the QPD which is constructed based on various quantities

like correlation function C(r), pitch angle θ and bond order C(r = 1). A detailed numerical

and analytical calculations is discussed in the following subsections. For J1 = 0, this system

is composed of two isolated normal ladders, and two isolated zigzag ladders for J3 = 0.

In J1 = 0 limit, gs shows the formation of singlet dimers along the rungs on the normal

ladder [206]. On the other hand, for J3 = 0 the system shows various phases arising due to

the presence of frustration in each zigzag ladder, at different exchange coupling limits. For

J2/|J1| < 0.25, the gs of an isolated zigzag ladder has ferromagnetically ordered spins and

gapless excitations. In the intermediate parameter regime, 0.25 < J2/|J1| < 0.67, NC order

arises in this system with a small finite spin gap [102, 103, 215, 216]. The system behaves like

two decoupled AFM chains exhibiting QLRO in spin-spin correlation and gapless excitations

in J2/|J1| > 0.67 limit [103]. We notice that if two zigzag ladders start interacting with each

other through rung coupling J3, it immediately opens a spin gap in the system. In section 5.4

we discuss the linear spin wave analysis of this model. At the end, we apply this model to

fit magnetic susceptibility and magnetization of CaV2O5 in large J3 limit. We also predict the

specific heat curve at high temperature which can be verified experimentally.

5.3.1 Quantum Phase Diagram

The QPD of the Hamiltonian in Eq. 5.1 is shown in J2/|J1| and J3/|J1| parameter space. The

resulting phase diagram in Fig. 5.3 shows two distinct phases: the CS(SRO) and NC spin

order. In small J3 and J2 < 0.25 limit, individual zigzag ladder retains the FM arrangement

of spins; however, the spins on two different zigzag ladders are aligned antiparallelly with

respect to each other. Therefore, the gs of the whole system has effective multiplicity Sz = 0.

The spin-spin correlation decays exponentially along each zigzag chain. This phase can be

called as CS (SRO) phase. As we increase J3, the correlation length ξ decreases. The details

of this phase have been discussed in the ref. [248]. At higher J3 value, even for J2 < 0.25, NC

phase emerges but with small amplitude and ξ in spin spin correlation. For J2 > 0.25, spiral
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Figure 5.3: The QPD of the model Hamiltonian in Eq. 5.1 for H = 0: red solid line with circles rep-
resents the boundary between CS(SRO) and NC(SRO) phases. The green dotted line with
square symbols in NC(SRO) regime represents the boundary line with ξ ≈ 1. NC(QLRO)
phase lies below the blue dashed line with diamonds. The color gradient represents the
pitch angle θ distribution in the J2 − J3 parameter space.

arrangement of spins becomes more prominent for lower J3. In the NC regime, C(r) is either

QLRO (decay following power law) called as NC(QLRO), or SRO (exponentially decaying)

called as NC(SRO) for the small or large J3, respectively. The θ vanishes at the boundary

between CS(SRO) and NC(SRO) phases. In Fig. 5.3, color gradient represents θ distribution

in the parameter space. The red solid line with circles represents the boundary between

CS(SRO) and NC(SRO) phases in the gs. The region above the green dotted line with square

symbols represents the SRO phase where spin correlation length is confined to its neighbor

i.e., ξ ≤ 1. In the large J3 limit, the correlation strength along rung dominates, and it tends

to form singlet dimers along the rungs. The dimer phase is characterized by large energy

gap, and the spin correlation is confined within the nearest neighbors (ξ ≤ 1). Interestingly,

for large J2/J3 limit the gs is in unique NC(QLRO) phase. To best of our knowledge, QLRO

phase exits with pitch angle θ = π or π
2 [102, 103], whereas this system shows QLRO
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Figure 5.4: The longitudinal spin-spin correlation C(r) are shown along the zigzag leg with the refer-
ence spin situated on same zigzag ladder in (a), whereas C(r) on the other zigzag leg is
shown in (b) for J2 = 0.1 and five values of J3 = 0.1, 0.3, 0.5, 0.7 and 0.9 with N = 122. In
(c) and (d), C(r) in the same zigzag leg are shown for J2 = 0.23 and 0.3 with same five
values of J3. The solid lines represent respective exponential fits.

even with θ < π
2 . NC(QLRO) phase lies below the blue dashed line with diamond symbols.

The phase boundary between NC(SRO) and NC(QLRO) phases has large error bar due to

the inability to distinguish between the power law and exponential nature of C(r) in this

parameter regime. To verify these different phases C(r), θ, ξ and C(r = 1) are studied in

detail in the next subsections.

5.3.2 Spin-spin correlation C(r)

We calculate the longitudinal spin-spin correlation C(r) =< Sz
0Sz

r >, where Sz
0 and Sz

r are the

z-component of the spin operators at the reference site 0 chosen at the middle of a zigzag

chain and the site r at a distance r from 0th spin, respectively. In Fig. 5.1, the distance r is

shown along the same zigzag ladder with bold numerics with respect to the reference site

0, whereas, normal numerics represent distances on the other zigzag leg. We note that in

J2/|J1| < 1
4 limit, all the spins are aligned parallelly on individual zigzag ladder and have
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Figure 5.5: For three values of J3 = 0.1, 0.5 and 1.0 with N = 298, C(r) are shown in (a) and (b) for
J2 = 0.5 and 0.7, respectively. The solid curves represent respective sinusoidal fits with
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short range longitudinal correlation for finite J3. C(r) follows an exponential behavior as

shown in the Fig. 5.4(a) for J2 = 0.1, and J3 = 0.1, 0.3, 0.5, 0.7 and 0.9. We notice that each

zigzag ladder shows collinear arrangement of spins as C(r) > 0, but it decays exponentially

with r i.e.,

C(r) ∝ exp
(−r

ξ

)
. (5.2)

The fitting curve represents an exponential function with correlation length ξ. Fig. 5.4(b)

shows the C(r) of the same reference spin with the spins on the other zigzag leg. The neg-

ative values suggest anti-parallel arrangement of spins relative to the reference spin leg.

This behavior of C(r) confirms the stripe nature of spin arrangement on each zigzag lad-

der. Therefore, we call it collinear striped phase. The spin arrangement in CS(SRO) phase is

shown in Fig. 5.2. On further increase in J2, C(r) starts to oscillate at higher J3 even at the

limit J2 < 0.25. For J2 = 0.23, C(r) is shown in Fig. 5.4(c) for the same set of J3 values. We
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note that NC(SRO) arises for J3 ≥ 0.3. While C(r) for J3 = 0.1 is fitted by Eq. 5.2, C(r) for

other J3 can be fitted with the equation below,

C(r) ∝ exp
(−r

ξ

)
sin (θr + c) . (5.3)

The NC order can be easily noticed at lower J3 for J2 > 0.25. For J2 = 0.3, C(r) is shown in

Fig. 5.4(d) and fitted by Eq. 5.3. We note that ξ decreases with J3. For moderate J2, the NC

phase follows SRO behavior, whereas it shows QLRO in the gs for higher J2 > 0.45 but for

small J3. The transition between NC(SRO) to NC(QLRO) seems continuous, and hence it is

difficult to find an accurate phase boundary. In QLRO regime C(r) is fitted with sinusoidal

power law function written as

C(r) ∝ r−κ sin (θr + c) . (5.4)

In Fig. 5.5(a) and (b), C(r) are plotted for J2 = 0.5 and 0.7, respectively, with J3 = 0.1, 0.5

and 1.0. For J2 = 0.5, and J3 = 0.1, C(r) fits with power law in Eq. 5.4 where κ ≈ 1, whereas

C(r) follows exponential decay at J3 = 0.5 and 1.0 with ξ = 2.29 and 1.56, respectively. For

J2 = 0.7, and J3 = 0.1 and 0.5, C(r) decays algebraically with κ = 1.15 and 1.37, respectively,

but exponentially for J3 = 1.0 with ξ = 1.99. We notice that the width of the NC(QLRO)

region increases with J2.

5.3.3 Pitch angle θ

In the NC phase we calculate pitch angle θ from the fitting parameter in Eq. 5.3 and Eq. 5.4.

θ/π is plotted as a function of J2 for various values of J3, as shown in Fig. 5.6. θ/π versus

J2 curves are fitted with function θ/π = a[1 − eb(J2−Jc
2)], where a, b and Jc

2 are the fitting

parameters. Jc
2 is the phase boundary point between CS(SRO) and NC(SRO) phases for a

given J2 and J3. θ increases from 0 to π/2 with J2. The θ ≈ π/2 region is confined to high

J2/J3 limit. The variation of θ is represented by color gradient in the phase diagram in

Fig. 5.3.
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Figure 5.6: The variation of pitch angle θ with J2 are shown for five values of J3 = 0.1, 0.3, 0.5, 0.7 and
0.9. The open circles represent θ for J1 − J2 spin-1/2 model on a zigzag ladder with FM J1
and AFM J2.

5.3.4 Correlation length ξ

The correlation length ξ extracted from fitting Eq. 5.2 and Eq. 5.3 is a measure of correlation

length in CS(SRO) and NC(SRO) phase, respectively. In CS(SRO) phase, ξ follows an alge-

braic decay with J3 for a given J2, as shown in the Fig. 5.7. At J2 = 0.15, ξ is approximately

28.5 for J3 = 0.1, however it decrease to 1.58 for J3 = 0.6. ξ becomes less than 1 for J3 > 0.9

for J2 = 0.15, and in this parameter regime the system is completely dimerized along the

rung. In NC(SRO) regime ξ are plotted as function of J2 for J3 = 0.5, 0.6, 0.7, 0.8, 0.9 in Fig. 5.8.

The correlation length can be fitted by ξ = c + dJ2, where c and d are the fitting parameters.

We note that ξ increases with J2/J3. Higher value of J2 needs more strength in J3 to keep the

same correlation length in NC(SRO) phase. Surprisingly, this behavior is completely opposite

in the case of CS(SRO) phase, where higher J2 requires lower J3 to sustain the same correla-

tion length. When ξ ≤ 1, dominant correlation strengths become confined within the three

nearest neighbors among which the rung bond correlation is dominant over other two bond

strengths. In fact ξ ≤ 1 represents the correlation length within nearest neighbor distance;
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Figure 5.9: Nearest neighbor correlation function C(r = 1) at the mid of zigzag ladder is shown.
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diamond) are shown in the schematic in (b). C(r = 1)− J3 plots are shown for J2 = 0.1, 0.4
and 0.7 in (a), (c) and (d), respectively. The lines represent respective exponential fits.

as per our convention of distance, both r = 1 and r = 2 are the nearest neighbors to the

reference spin. In this limit, the system behaves like a collection of singlet rung dimers. The

varying strength of nearest neighbor bond correlations depending on J2 and J3 are discussed

in the next subsection.

5.3.5 Nearest neighbor bond correlation C(r = 1)

It is quite interesting to see the relative strength of nearest neighbor C(r = 1) or longitudinal

bond order in the parameter space. The magnitude of C(r = 1) along the rung |CR|, along the

leg |CL|, and along the zigzag leg CD are shown for J2/|J1| = 0.1, 0.4, and 0.7 in Fig. 5.9(a), (c)

and (d), respectively. The bonds along three directions are shown in the schematic Fig. 5.9(b).

We notice that CD and CL have positive values for CS(SRO) phase whereas, CL becomes

negative for NC phase. In the NC phase |CL| is dominant for small J3, but |CR| dominates

for J3 > 0.08 and 0.38 for J2 = 0.4 and 0.7,respectively. The effect of J3 on CD is weak, and
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also the magnitude of CD is small. Therefore, we can safely conclude that major contributions

of energy come from |CR| and |CL| in NC phase. |CR| increases exponentially with J3 and

saturates to a value which is nearly equal to 0.25.

5.3.6 Spin gap

The correlation function C(r) of the system shows the short range spin order in CS(SRO)

phase. Therefore, we explore the excitation energy gap or spin gap in this phase. The rung

interaction dominates other interactions; thus we expect the opening of the spin gap ∆. We

calculate ∆ for various J3 = 0.1, 0.3, 0.4 and 0.5 at J2 = 0.1. The main Fig. 5.10 shows the

extrapolation of the spin gap ∆, from which we obtain the spin gap ∆∞ in the thermodynamic

limit. ∆∞ increases algebraically with J3, as shown in the inset of Fig. 5.10 for J2 = 0.1 and

0.15. The algebraic exponent γ for J2 = 0.1 and 0.15 are 3.33 and 3.13, respectively. We notice

that γ decreases with increasing J2. This may be due to the delocalization of magnon along

the leg of zigzag ladder.
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5.4 linear spin wave analysis

In the CS(SRO) phase spins on the same zigzag ladder are arranged ferromagnetically,

whereas spins from different zigzag ladders are arranged antiferromagnetically to each other.

We perform the linear spin wave analysis of the Hamiltonian for this phase. We use the

Holstein-Primakoff transformation to the Hamiltonian in Eq. 5.1. The details of the calcula-

tion are given in appendix A.

The Hamiltonian can be written in terms of bosonic operators aj,bj,a+j and b+j , where

aj/a+j and bj/b+j correspond to spin up and spin down operators or spins on leg l = 1 and

l = 2, respectively. We consider only up to quadratic terms. After Fourier transformation,

the resultant Hamiltonian can be written as

H = (2J1 + 2J2 − J3)Ns2 + ∑
k

s[(2J1(cos k− 1)

+2J2(cos 2k− 1) + J3)(a+k ak + b+k bk)

+J3(a+k b+−k + akb−k)]. (5.5)

The above Hamiltonian can be transformed to diagonal form using the Bogoliubov trans-

formation i.e.,

ak = uck − vd+k ,

b+−k = −vck + ud+k , (5.6)

where u2 − v2 = 1, u2 + v2 = Jk√
J2
k−J2

3
and 2uv = J3√

J2
k−J2

3
, and Jk = 2J1(cos k − 1) +

2J2(cos 2k− 1) + J3. Applying Bogoliubov transformation, we get

H = (2J1 + 2J2 − J3)Ns2

+∑
k

ωk(c+k ck + d+k dk + 1), (5.7)
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Figure 5.11: (a) Magnetic susceptibility χ as a function of temperature T for CaV2O5 sample 1 [249] is
shown by the circles. Solid curve represents the fitted curve obtained by the trellis ladder
model and dashed curve represents the fitted curve using dimer model. (b) Circles rep-
resent Magnetization M versus applied magnetic field H curve at T = 200 K for CaV2O5
sample 2 [249]. The black solid line is the fit using our model and dashed line represents
the fit for a perfect dimer system at T = 200K. The fitting parameters are same as used
to fit χ− T curve. The other M− H plots for T = 100K, 300K and 500K are shown by the
solid lines using the model in Eq. 5.1.

where ωk = S(
√

J2
k − J2

3).

The gs energy per bond is given by

ε = (J1 + J2 −
J3

2
)S(S + 1)

+∑
k

s
2π

∫ π

0

√
J2
k − J2

3 dk (5.8)

The ε can be minimized using dωk
dk = 0 and we find these conditions; cos k = −J1

4J2
and

cos k = −J1
4J2
±
√

(J1+4J2)2−4J2 J3
4J2

. The second condition J3 ≤ (J1+4J2)
2

4J2
for any real value of cos k,

gives the phase boundary between CS(SRO) and NC(SRO) phases. This boundary is similar

to that found by DMRG calculation.
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5.5 fitting experimental data of cav2 o5

There are many vanadate compounds like CaV2O5, MgV2O5, NaV2O5 etc., which are sus-

pected to behave effectively like two leg ladders coupled by zigzag bonds forming trellis

lattice like structure. Among these materials the interladder coupling (J1) in CaV2O5 is ex-

pected to be ferromagnetic. The LDA+U calculations performed by Korotin et al. [59] give

an estimation of the J1 ,J2, and J3 exchange interaction strengths as −28K, 122K and 608K,

respectively. In this compound, V4+ ions have one electron in d-orbital and behave like

spin-1/2 ions. The experimental magnetic susceptibility χ(T) is taken from sample 1 and

magnetization M(H) is taken from sample 2 of ref. [249] which are represented by circles in

Fig. 5.11(a) and (b), respectively. The dimer model fitting of susceptibility data deviates sig-

nificantly from the experimentally observed data. The experimental data is shown as circle

and dimer fit is shown by red dashed line in Fig. 5.11(a). The model Hamiltonian in Eq. 5.1

is used with J1 = −272K, J2 = 272K and J3 = 612K to fit the experimental data of M(H) and

χ(T). The fitting curve of χ(T) shown by black solid curve is in excellent agreement with

experimental data for T > 160K. As shown in Fig. 5.11(b) M − H curve fitted with dimer
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model shown by red dashed line is quite off at high H, whereas our model gives excellent

fitting, as shown by the black solid line at T = 200K. We predict M− H curve at other three

different T = 100, 300 and 500K. We notice the enhancement of M as a function of T, which

is quite unusual. This behavior of M− H curve can be understood in terms of large singlet-

triplet gap. A moderate temperature enhances the possibility to reach higher magnetic state

for a given field H.

We also predict the magnitude of specific heat Cv as a function of T for four values of

magnetic field H = 0, 2, 5, 10 Tesla as shown in Fig.5.12. The Cv has broad peak at T ≈ 235K.

The effect of magnetic field H is small. The Cv decreases with H, but the suppression of Cv

is visible only near the peak. Initially CaV2O5 was assumed to be only a dimer system with

singlet-triplet energy gap 660K [250]. We use the model Hamiltonian in Eq. 5.1, and our

fittings of χ(T) and M(H) with same model parameters suggest that J1 and J2 are only 1/2

of J3. It is found that our predicted values of J1 and J2 are significantly different from the

predicted values in ref. [59], whereas the value of J3 is similar with their calculated value by

LDA+U method.

5.6 discussion and conclusions

In this chapter we have studied the isotropic Heisenberg spin-1/2 model, given in Eq. 5.1,

on the trellis ladder. The QPD of this model is constructed. The phase boundaries of the

QPD are calculated based on the correlation function C(r), pitch angle θ and correlation

length ξ using the DMRG method. Our linear spin wave analysis of this model predicts

phase boundary of CS(SRO) and NC(SRO) phases, and it is quite consistent with our DMRG

results. We also use this model to fit χ− T and M− H data of CaV2O5, and understand the

temperature T dependence of M − H curves and magnetic field H dependence of Cv − T

curves.

In fact our lattice system can also be mapped to a two coupled J1 − J2 Heisenberg spin-

1/2 chains. Zinke et al. studied the effect of interchain coupling J3 on non-collinear phase

in a coupled 2D array of J1 − J2 spin chains using the coupled cluster theory [137]. They
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showed that the collinear to non-collinear transition point Jc
2 increases with J3. However, our

model shows that the critical value Jc
2 decreases with J3. This inconsistency may be because

of the confined geometry or ladder structure in our case. The Jc
2 value at phase boundary

of CS(SRO) and NC(SRO) phases decreases with J3, and it can also be shown by linear spin

wave analysis. As shown in Fig. 5.6, the variation of θ for J2 > 0.3 decreases with J3 and this

trend is consistent with literature [137], and this may happen because of the deconfinement

of quasi-particle along rung of the model. In Fig. 5.3 of QPD the majority of the parameter

space is SRO phase; however, for small value of J3/J2, an incommensurate (QLRO) phase

appears, which is quite unique in this ladder system. The J1 − J2 spin-1/2 zigzag model in

similar parameter space shows either incommensurate (SRO) or decoupled phase [102, 123].

The QLRO in the system may be induced because of dominant effective anti-ferromagnetic

interaction along the leg.

We apply this model to understand the magnetic properties of the CaV2O5, and have

reliable fitting of the experimental data [249]. We apply a criterion of simultaneous fitting

of both experimental χ− T and M− H curves. Our best fit suggests that J2/|J1| is close to

1, and J1 is approximately −272K. For a given H, M − H for this system increases with T,

whereas in general magnetization decreases with increasing temperature. We notice that in a

highly gapped system, higher T allows the system to access the higher magnetic states easily;

therefore, it is much easier to magnetize this system at moderate temperature for a given H.

Our calculated singlet-triplet energy gap is 459K, whereas dimer model predicts it as 660K.

The modelling of χ(T) of CaV2O5 was done by Miyahara et al. using QMC method, and they

showed that small J1 does not effect the magnetic χ(T), as shown in Fig.6 of ref. [156]. They

estimated the value of J1 = 45K, J2 = 67K and J3 = 672K. Johnston et al. treated this system

as collection of dimers, and extracted the value of J3 = 667K with small J1 and J2 [249].

Korotin et al. also calculated the value of J1 = −28K, J2 = 122K and J3 = 608K; however,

their calculation also assumes other types of interactions [59]. Our simultaneous fitting of

experimental χ− T and M− H data also suggests it as dominant dimer with J3 = 612K, but

-J1 and J2 are only about half in magnitude of the J3.

In summary, we study the QPD of model Hamiltonian in Eq. 5.1 on the trellis ladder. We

show that J3 plays an important role to localize the system. This system shows interesting
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CS(SRO) and NC(QLRO) phases which is rare in ladder like structures. This model Hamilto-

nian is used to fit the experimental magnetic properties of CaV2O5 and we also show that the

interaction J1 and J2 are much larger than earlier predicted values, and J1 is ferromagnetic in

nature. In many zigzag ladder systems like LiCuVO4 [38], Li2CuZrO4 [41], Li2CuSbO4 [39]

etc., where three dimensional ordering occurs at low T, this model can be applied to under-

stand the effect of interladder coupling in the system. We have also predicted the M−H and

Cv − T curve which can be verified experimentally.
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A P P E N D I X

5.a appendix a

For up spins the Holstein-Primakoff transformations take the form

Sz
Aj = s− a+j aj,

S+
Aj =

√
(2s− a+j aj)aj,

S−Aj = a+j
√
(2s− a+j aj), (5.9)

For the down spin

Sz
Bj = −s + b+j bj,

S+
Bj = a+j

√
(2s− a+j aj),

S−Bj =
√
(2s− a+j aj)aj, (5.10)

We use the linear approximation at classical limit

Sz
Aj = s− a+j aj,

S+
Aj =

√
2saj,

S−Aj =
√

2sa+j , (5.11)

for spin up, and for spin down

Sz
Bj = s− b+j bj,

S+
Bj =

√
2sb+j ,

S−Bj =
√

2sbj. (5.12)
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In terms of bosonic operators, the Hamiltonian takes the form up to quadratic order as

H = (2J1 + 2J2 − J3)Ns2 + ∑
j

s[[J1(a+j aj+1 + b+j bj+1)

+J2(a+j aj+2 + b+j bj+2) + J3ajbj + h.c.]

−(J1 + J2)(a+j aj + b+j bj)− J1(a+j+1aj+1 + b+j+1bj+1)

+J2(a+j+2aj+2 + b+j+2bj+2) + J3(a+j aj + b+j bj)]. (5.13)

Fourier transforms of the bosonic operators are,

aj = ∑
k

exp{(−ikj)}ak,

a+j = ∑
k

exp{(ikj)}a+k . (5.14)
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6
G R O U N D S TAT E P R O P E RT I E S O F M I X E D - S P I N ( 1 , 1 / 2 ) L A D D E R

6.1 introduction

Many of spin-1/2 compounds like CuCl2.2N(C5D5) [35], KCuF3 [36], KCuGaF6 [37] and spin-

1 compounds like CsNiCl3 [62], Ni(C2H8N2)2NO2(ClO4) [64], Ni(C5H14N2)2N3(PF6) [65] etc.

can be modelled by a simple Heisenberg model with nearest neighbor (NN) antiferromag-

netic (AFM) exchange interaction. Bethe and Hulthén noted that the exact ground state (gs)

of the one-dimensional (1D) spin-1/2 chain with NN AFM exchange interaction is a gapless

state [91, 94]. In this model the spin correlation follows an algebraic decay with logarith-

mic corrections [95]. However, the spin-1 chain with NN AFM exchange interaction has a

gapped gs. In fact, Haldane conjectured on the basis of field theoretical studies that the gs

of integer-S chains are gapped, whereas the gs of half-integer-S chains are gapless [61]. A

linear S = 1 chain has small correlation length ξ ≈ 6 lattice unit [75]. The wave function of

the gs of the S = 1 chain can be written in terms of valence bond solid (VBS) state [117].

This system possesses localized edge modes of spin-1/2, and the density matrix renormal-

ization group (DMRG) studies of finite chains have confirmed the presence of edge states in

integer-S chains [75].

We consider a two legged zigzag ladder system comprising spin-1 and spin-1/2 legs. Spins

on each leg are interacting with AFM exchange interaction; however, these two legs interact

with each other through a zigzag like exchange interaction J1 which can be either ferro- or

antiferromagnetic in nature. The zigzag bonds can be dimerized with amplitude δ, and the

spin-1 and spin-1/2 leg can have their exchange strength J2x and J2(1− x), respectively, as
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Figure 6.1: Mixed spin ladder with alternate bond interaction is shown. The dimerization δ is along
the zigzag bond. The exchange interaction strengths in spin-1 and 1/2 legs are J2x and
J2(1− x), respectively.

shown in Fig. 6.1. As mentioned above an individual spin-1 chain behave very differently

from a spin-1/2 chain, but the gs properties of this combined system are still not well under-

stood. Note that this system can be treated as mixed spin chain in large J1 limit.

The studies of mixed spin chains containing two kinds of spins sitting next to each other

have attracted much attention due to recently synthesized chain materials like NiCu(pba)(H2

O)32H2O with (S1, S2) = (1, 1/2), ACu(pbaOH)(H2O)3nH2O, where A ≡ Ni, Co, Fe, Mn

with (S1, S2) = (1, 1/2), (3/2, 1/2), (2, 1/2), (5/2, 1/2), respectively [251]. According to Lieb-

Mattis theorem [119], the mixed spin chains exhibit a ferrimagnetic gs with total spin S =

(N/2)(S1 − S2), where N/2 is the total number of unit cells. A number of studies on mixed

Heisenberg chains have been done quite extensively. The linear spin wave theory (LSWT)

and density matrix renormalization group (DMRG) calculations show that the correlation

length in spin correlation reduces to ξ ≈ 1.44 for a mixed spin chain with S1 = 1 and S2 =

1/2 [120]. The inclusion of next nearest neighbor (NNN) interaction and bond alternating

NN interaction makes the physics more interesting. The frustration induced due to the NNN

interaction in a mixed spin chain provides quantum phase transition from ferrimagnetic to

non-magnetic state as predicted by Ivanov et al. using LSWT and DMRG calculations [121].

In this chapter, we have shown the effect of the parameters δ and x on ferrimagnetic to

non-magnetic phase transition point.

When δ = 1, the zigzag ladder shown in Fig. 6.1 reduces to a mixed spin normal ladder.

The ladder with S1 = 1 and S2 = 1/2 legs behaves effectively like S = 3/2 Heisenberg

chain for strong ferromagnetic (FM) rung coupling, whereas the equivalence of this system

with antiferromagnetic rung coupling is not clear yet [252]. The phase diagram of this mixed

spin ladder has been constructed with both columnar bond alternation and staggered bond

alternation along the legs by Languri et al. [253]. We have studied the effect of FM or AFM
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rung coupling (provided δ = 1) on the energy gap, spin density and spin correlation of

individual legs.

6.2 model hamiltonian and numerical method

We consider a 1D dimerized spin ladder made of spin S1 = 1 and S2 = 1/2 chains. The

zigzag (NN) interactions are J1(1+ δ) and J1(1− δ) for odd and even bonds, respectively. The

interaction between the spins on spin-1 leg is J2x and on spin-1/2 leg is J2(1− x), respectively.

The system is represented schematically in Fig. 6.1. A general model Hamiltonian for this

system can be written as

H = J1 ∑
i,ν
(1 + 2νδ)S1,i · S2,i+ν + J1x ∑

i,ν
S1,i · S1,i+1 + J2(1− x)∑

i,ν
S2,i · S2,i+1, (6.1)

where ν = ±1/2.

When J2 = 0 the model becomes a simple ferrimagnetic chain with NN interaction J1 = J

for δ = 0, and a dimerized ferrimagnetic chain with NN alternate interaction J1(1± δ) for

non-zero δ. When x = 1/2 and δ = 1, the system reduces to a mixed spin normal ladder

system. We have considered two cases: (I) When x = 1/2 and δ = 1, we study the influence

of both FM and AFM rung coupling J1 on the energy gap, spin density and spin correlation

on individual legs. In this limit we define a parameter α = 4|J1|/J2. (II) For various values

of x and δ, we find the critical point of α′ = J2/J1, where ferrimagnetic to non-magnetic

phase transition occurs. All the calculations in this chapter is based on the DMRG method.

We have used m = 300 to get accurate results.
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numerical method. The results are explained in Sec. 6.3. An conclusion has been drawn

inSec. 6.4.



6.3 results

As we discussed earlier, the individual spin-1 and spin-1/2 chains have quite distinct behav-

iors, and now we consider a situation where spin-1 and -1/2 spin chains are coupled with

each other with either FM or AFM interaction. In this system, we can ask following ques-

tions: 1) what happens to quasi-long range order and gapless excitation of spin-1/2 chains

? 2) What happens to short range correlation and edge states in spin-1 ? 3) How do the

gaps of the system change with the inter-chain interaction? Is the VBS theory still valid ?

4) What happens to ferrimagnetic to non-magnetic phase transition point for a mixed spin

chain with NNN interaction when we consider dimerized NN bonds? To answer these ques-

tions we first calculate various gaps, spin densities and spin correlation. Initially, we keep

x = 1/2 and δ = 1.

6.3.1 Energy Gaps

In the decoupled or small α limit the energy gap is similar to the sum over the energy gaps of

the two separate spin-1 and spin-1/2 AFM chains. Now according to Haldane’s conjecture

spin-1 chain has finite energy gap, while spin-1/2 chain has gapless excitation. There are

also spin-1/2 edge modes in spin-1 chain with open boundary condition (OBC). The singlet-

triplet gap in spin-1 open boundary chain vanishes in the thermodynamic limit. Therefore,

to understand the effect of α, a study of energy gaps with system size is important.

Now let us first focus on the energy gaps when J1 is AFM. We calculate the low lying spin

excitation energy gaps for different interaction strength between α. We calculate low spin

excitation gaps defined as

Γn(α, N) = E0(α, N, Sz = n)− E0(α, N, Sz = 0). (6.2)

E0 is the lowest energy state in a given Sz = n sector. In the decoupled limit i.e., for α = 0,

we get two separate spin-1/2 and spin-1 chains. Therefore, the gs is a singlet state and the

total energy is equal to the sum of the gs energies of individual spin-1/2 and spin-1 chains.
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Table 6.1: Values of various exponent and constants are evaluated from the fitting of the Γ1(α, N)
shown in Fig. 6.2(a) using Eq. 6.3

.

α A ξ B γ

0.02 0.719 5.638 0.141 0.992
0.04 0.765 5.163 0.068 0.410
0.06 0.821 4.457 0.136 0.422
0.08 0.981 3.633 0.245 0.485
0.20 0 − 0.800 0.642
0.30 0 − 1.13 0.704
0.40 0 − 1.39 0.744

At Sz = 1 sector the lowest energy will be the sum of the gs energy E0(Sz = 0) of spin-1/2

chain and the E0(Sz = 1) of spin-1 chain in the thermodynamic limit. At the Sz = 2 sector the

lowest energy arises from E0(Sz = 1) of both the chains. The energy gap Γ1(0, N), defined in

Eq. 6.2, decays exponentially with system size for spin-1 OBC chain as shown in Fig. 6.2(a).

The exponentially decaying energy gap is a signature of the presence of the edge modes. On

the other hand, Γ1(0, N) decays following power law with system size for a spin-1/2 chain.

Hence, the nature of energy gaps with system size will have contribution from both the in

spin-1/2 and spin-1 chains and we expect,

Γ2(0, N) = A exp(−(N/2)/ξ) + B/(N/2)γ. (6.3)

The energy gaps Γ1(α, N) and Γ2(α, N) for AFM J1 are shown in Fig. 6.2(a) and (b), respec-

tively. For reference we have also put the lowest excitation for S = 1 and 1/2 spin chains. In

Fig. 6.2(a) the exponential part dominates for small α. All curves for α > 0.3 follow power

law decay. For different α the values of coefficients A, B, ξ, γ are shown in the Table 6.1. In

Fig. 6.2(b), power law dominates in Γ2(α, N) even for small α.

Now let us study the low spin excitation energy gap Γ1(α, N) for FM J1. For very small α

(i.e., in the decoupled limit) the energy gaps have contribution from both the legs, therefore,

the energy gaps follow the Eq. 6.3. Fig. 6.3 shows energy gaps for different values of FM α.

For α > 0.3 the energy gaps follow a power law decay. Moreover, for very large α, Γ1(α, N)

behaves similar to that in a S = 3/2 chain scaled by factor 0.6. Fig. 6.3(b) shows the energy

gap Γ2(α, N) with FM α. In this case the effect of the spin-1 leg i.e., the contribution of the
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Figure 6.2: (a) The upper panel shows the energy gap Γ1(α, N) for different α, for AFM J1. (b) The
lower panel shows the energy gap Γ2(α, N) for different α, for AFM J1. For small α(< 0.1)
the exponential part is appreciable. For α > 0.1 the gaps follow only power law decay.
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Figure 6.3: (a) The upper panel shows the energy gap Γ1(α, N) for different α for FM J1. (b) The lower
panel shows the energy gap Γ2(α, N) for different α for FM J1.
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exponential behavior to the energy gap is small even for α → 0. At very large α the energy

gap Γ2(α, N) follows the same behavior as that in a S = 3/2 chain, where we need to scale

Γ2(α, N) of the S = 3/2 chain by a factor 0.6. Next, we study the spin densities at each legs

to understand how the system behaves with different coupling.

6.3.2 Spin densities

The spin densities at each site r is defined as

ρ(r) = 〈Sz
r 〉. (6.4)

There are two rungs at the middle of the ladder with even number of rungs. One of the

middle rung is considered as the reference for the spin-density calculations. We plot the spin

densities in the Sz = 1 sector on each leg separately. Fig. 6.4(a) and (b) show spin densities

on the spin-1 and spin-1/2 leg of the system, respectively, for the AFM J1. From Fig. 6.4(a),

it is clear that the spin densities at very small α(= 0.02) coincide with the spin densities of

a spin-1 HAF chain, and it shows the presence of the edge states. With an increase in α the

edge states slowly die out and the behavior of the spin densities become similar to that of a

spin-1/2 HAF chain scaled by a factor of 1.6, for very large α.

Now let us consider the system with FM J1. We notice that spin densities for α > 0.3 have

similar profile for all larger α. In Fig. 6.5(a) and (b) the spin densities are shown for Sz = 1

sector. The spin densities in each leg behaves very similar to the spin-3/2 chain.

6.3.3 Spin-spin correction

The spin-spin correlation at a distance r with respect to a reference spin is defined as

C(r) =< Sz
0Sz

i+r >, (6.5)

In the spin-1/2 chain C(r) follows a power law decay with distance r with a logarithmic

correction, while in the spin-1 chain C(r) follows an exponential decay with r. We first
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Figure 6.4: (a) The magnitude of spin densities on the spin-1 are shown in upper panel and (b) for
spin-1/2 leg, spin densities are shown in lower panel for AFM J1.
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Figure 6.5: (a) The magnitude of spin densities on the spin-1 are shown in upper panel and (b) for
spin-1/2 leg, spin densities are shown in lower panel for FM J1.
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consider the AFM J1 and notice that correlations in the spin-1 leg for very small α(= 0.02)

agrees with the correlations in S = 1 HAF chain up to 2/3 of the chain length as shown the

Fig. 6.6(a). C(r) becomes similar to the S = 1/2 HAF chain for large α. C(r) of spin-1 chain

is similar to spin-1/2 chain with a scaling factor 4.2 in large α limit. For small α(= 0.02) the

correlations in spin-1/2 leg of the mixed spin ladder agrees with the correlations in S = 1/2

HAF chain as shown in the Fig. 6.6(b). Also in large α limit, C(r) of the spin-1/2 leg behaves

similar to an individual spin-1/2 chain and need a scaling factor 0.75 to that of spin-1/2

chain.

Now let us examine the system with FM J1. In this limit C(r) is shown in Fig. 6.7. C(r)

along the spin-1 leg is shown in Fig. 6.7(a) while the same along the spin-1/2 leg is shown

in Fig. 6.7(b). The correlations in both the legs behave similar to the S = 3/2 HAF chain for

large α. The correlations in both the legs for α = 2.0 are matched with C(r) of S = 3/2 HAF

chain after required scaling. We also note from Fig. 6.6, the correlations first increase and

then decrease with increase in α in both the legs. Moreover, C(r) always increase with α with

FM J1 as shown in Fig. 6.7.

Now we will vary x and δ to find the transition of the ferrimagnetic to non-magnetic phase.

In Fig. 6.8 the transition points are shown on x-α′ plane, for various values of δ. Here α′ is

defined as the ratio J2/J1. The inset shows the scaling for different δ. The scaling parameter

β(δ) follows the relation 1/β(δ) = 0.029 + 1.1(1− δ)). We notice that phase boundary αc

decreases with increasing δ.

6.4 discussions and conclusions

In this work we studied a system of mixed spin ladders. we notice that for δ = 1 and x = 1/2

limit, the system possesses interesting behavior. For AFM J1, in the weak coupling limit of

α, the system behaves like two decoupled chains. However, in the large α limit the system

behaves like an effective spin-1/2 chain. The edge modes for S = 1 system disappear for

J2 > 0.02. However, the exact transition from decoupled to S = 1/2 is still not understood.

For FM J1 the system behaves quite similar to the decoupled phase like that for AFM J1 at
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Figure 6.6: (a) The spin-spin correlations on the spin-1 are shown in upper panel and (b) for spin-1/2

leg, spin-spin correlations are shown in lower panel for AFM J1.
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Figure 6.7: (a) The spin-spin correlations on the spin-1 are shown in upper panel and (b) for spin-1/2
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small α limit. However, for large FM J1 limit, the whole system behaves like a spin-3/2 spin

chain.

In the later part of this chapter, we studied the effect of x and δ. For small J2 limit this

system behaves like an alternate spin-1 and 1/2 chain with ferrimagnetic gs. But as we

increase the J2, gs goes from a ferrimagnetic state to non-magnetic state. The transition point

αc decreases with δ. The exact spin configuration in the non-magnetic phase is still not

completely understood. The further studies on this system will be discussed in somewhere

else.
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7
C O N C L U S I O N

In this chapter, we provide a brief summary and concluding remarks on all the problems

discussed so far.

We propose a modified density matrix renormalization group (DMRG) algorithm for a

linear chain with periodic boundary condition, which give accurate results comparable with

the results of recently developed matrix product state (MPS) algorithm. The conventional

DMRG code can be easily modified to the new algorithm. In the new algorithm, we avoid

multiple time renormalization of operators keeping the other parts of the algorithm same

as in conventional DMRG. The computation effort using the new algorithm goes as O(m3),

whereas it goes as O(m6) using conventional DMRG.

In the next problem, We consider two-leg spin-1/2 ladders where a ferromagnetic (FM)

leg and an antiferromagnetic leg interact through AFM rung couplings J1. We study two

types of geometrical arrangements; one is zigzag ladder and another one is normal ladder.

These systems are frustrated irrespective of their geometry. The frustration gives rise to

two kinds of ground state phases in both ladders in thermodynamic limit. These ladders

show an incommensurate phase for 0.0 < J1 < 1.0. The spin-spin correlation functions

in the incommensurate phase follow power law decay, and the behavior is very similar to

Heisenberg antiferromagnetic chain in external magnetic field. In large J1 limit, the normal

ladder behaves like a collection of singlet dimers, whereas the zigzag ladder behaves as a one

dimensional spin-1/2 antiferromagnetic chain which exhibits spin fluid ground state. Our

numerical study shows that magnetization in these ladders decreases linearly with J2
1 and
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this relation is similar with the relation between effective bias field and exchange interaction

strength acting between FM and AFM layers, proposed by Suhl and Schuller.

We construct a quantum phase diagram of the trellis ladder on J2 − J3 plane based on

pitch angle and correlation length obtained from spin-spin correlation. We have noted that

the collinear to non-collinear transition point Jc
2 decreases with rung interaction J3. In the

CS(SRO) phase J3 induces antiparallel spin arrangement on one zigzag ladder w.r.t to the

spins on other zigzag ladder, but spins on each zigzag ladder remain parallel to each other.

In this phase the spin-spin correlation decays exponentially along each zigzag leg. In non-

collinear (NC) phase both short range order (SRO) and quasi long range order (QLRO)

in spin correlation appear for small J2/J3 and large J2/J3, respectively. The width of the

NC(QLRO) region expands with increase in J2, whereas CS(SRO) phase region shrinks with

increase in J3. The correlation length decreases with J2 in CS(SRO) phase, whereas the be-

havior is completely opposite in NC(SRO) phase. The value of pitch angle increases with J2

. We have performed linear spin wave analysis to find the collinear to non-collinear phase

transition, which is quite consistent with our DMRG result. We have used our model to esti-

mate the interaction strengths in trellis lattice material CaV2O5 by fitting experimental data

of susceptibility and magnetization. It confirms the presence of dominant rung interaction

in the system, but J1 and J2 interactions are not negligible.

In the final work, we consider a mixed-spin ladder system made up of spin-1 and spin-1/2

legs. The system behaves effectively like a spin-1/2 AFM chain or a spin-3/2 AFM chain in

large AFM or FM rung coupling limit, respectively. We have shown the effect of dimerized

nearest neighbor bonds between a spin-1/2 and 1, on the transition points from ferrimagnetic

phase to non-magnetic phase.
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